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About this Admin Guide

This LiveNX Operations Dashboard Admin Cuide is provided to help a Network Administrator con-
figure and set up LiveNX on your network. It is organized into the following three chapters:

Chapter 1, Introduction: Provides an introduction to the Admin Guide.

About this Admin Cuide on page 2
Configuration & Setting Menus on page 3

Chapter 2, Configuration: Defines the devices LiveNX will monitor, their sites and semantics, and
how LiveNX will monitor the network.

Alert Management on page 5
Application Management on page 21
OID Polling on page 29

Device Management on page 33
Filter Management on page 50

Site Management on page 52

Chapter 3, Settings: Provides the details for customizing system configuration and user
management.

Settings on page 59

System Diagnostics on page 102
Flow Data Status on page 104
User Management on page 104

LiveNX Server on page 123

About this Admin Guide 2
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Configuration & Setting Menus

The Configure settings are available from the Navigation Bar, while the Settings are available from
the gear menu on the Status Bar:

Configuration & Setting Menus 3
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In this chapter:

Alert Management . . ... 5
Application Management . . ... . . . . 21
OID POLING . . . oo 29
Device Management ... ... 33
Filter Management. . .. ... . . 50
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Alert Management

Alert Management is where LiveNX's Alerts can be enabled, thresholds configured, and sharing
options defined. LiveNX's alerting engine can track multiple KPIs, notify when thresholds have been
crossed, and provide both in-app and external notification.

/ Configure

The Alerts Management page lists all available alerts and a summary of their configuration.

Alert Management Maintenance Mode View Alerts

It a a
#ppicaton v Multiole Web Ut
appication v Mutigle Senvicenow, Wea Ui
Network v for at least » 0 minudes Email, Web Ul
Network v for at least > 0 minutes Servicabow, Wed Ul
Network v for atieast » 0 minutes Senicenion, Wea Ui
Network v [ senvic
Apgbcation a Gitical v s 0 min Senvic
Device, Intertace Info. v Valug = 100 percent for at s ot Wb U1
O Device.Intertace Mutiple v Muitiple Wb Ut
Bavice, Intertace a Giltical v for at east > O minudes Servicablow, Web Ul
@ Device. Intertace v Muitigle SenviceNian, Weay Ul
©  Device.Interface v Mutticle ServiceNow, We Ul
Device, Intertace v Mumiser of Ertors »» 40 Ermors for at keast > 0 minutes
Device, etertace v Mutple
Netwerk v Totsl Test Errors = 3 Erm 0 mites
Natwerk v Total Test Enm » 0 minutes web Ut
System v LocalServer e 40 % 0r 8t least » 0 mintes Serviceion, Wed Ul
System v LoclServer += 60 % o Sen oul
Srstem v LocaliServer == 40% for alleast » 0 minutes Servicetiow, Web Ul
Sratem v for atbeast » 0 minutes Servicebow, We Ul
Appication v Sittes Max == 10 st 0 miutes Sericebiow, Webs Ul
Appication v Htes Min »= 10 ms for atleast ~0 minutes ServiceNaw. Web Ul
Apoication v Packet Loss >« 1% for atleast > 0 minutes ServiceNow, Web Ul

Single threshold Alerts can be enabled/disabled by selecting the alert and clicking Enable or Disable.

Alert Management 5
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Alert Management Maintenance Mode View Alens
- i
i ! Q
| i
1 i
| ALERT TYPE I CATEGORY o sevemTy s DuBsE  C THRESHOLDS SHARING o
: I
| i
I | Al Al Al
I
1 I
- ! @ Applcation Muliple Multiple: Servicenow, web L1 o
: I
I v Application Multiple v Multiple: Serviceow, Web L1
i
I - Network 4 critical for atleast > 0 minutes web Ul
i
i ! Network A crttical v for at least > 0 minutes ServiceNow, Web LT
I
L ! Network A Catical v for at east > 0 minutes ServiceNow, Web U1 -
Network 4 itical v forat least » 0 mintes ServiceNow, Web Ul
Application 4 Crttical v Response Time >= 1 ms for at least > 0 minutes ServiceNow, Web U1
Desice, Inferface Info Value = 100 bps for at least » 0 minutes Web Ui
Device, Interface Info Value »= 100 bps for at least » 0 minutes Web Ul
Device, Interface Mutiple v Multiple: Web Ul
Device, Interface: A ctical v for atleast > 0 minutes ServiceNow, Web Ul
e, Interface: Multiple v Muttiple: ul
@ Device, interf: ol i web
Device, Interface Mauttiple v Multiple: ServiceNow, Web U1
Device, interface. Multipie v nuttiple: web Ul
Device, Interface. 4 tritical v Mumber of Errors >= 40 Errors for at least > O minutes ServiceNow, Web Ul
Device, Inerface: Multiple v Multiple: ServiceNow, Web Ul
Network 4 titical v Total Test Errors » 3 Enors for at least > 0 minutes ServiceNow, Web Ul
i Network 4 Cattical v Total Test Errors » 3 Errors for at least > 0 minutes Web Ul -
Rows-35/35  Selected 2
Alert Management T T T TTTTTTTTTTIIITIS
1 BGP Peer Connection Change i
' i
' I
! I
! Enathea i
I
 BX |
' i
A Ty ¢ eameoory PaE—— & oumm o THEsows | Severity :
2 z 3 G i
1 citeal i
as il A H !
1 Thresholds |
Appiication Multple v Muliple ! I
I
Agpiication Multile v Muiple : For at Least !
I
Metwork & critcal v tor ateast =0 minutes [ ¢ i
' i
Hetwork 4 Citcal v toratleast > 0 minates ' 1
! i
Network & Critcal v for at jeast > O minates 1 Sharng )
'
'
Appication & crtbcal v Response Time »= 1 ms for st iast » 0 minutes | \
'
Device, intertace nfa v Vaiue >« 100 pereent for at least » 0 minutes H |
Device, Inerface Multipie v Mutigle \ . |
Device, Intertace 4 Criveal M for atesst » 0 minutes ' !
©  Device, Intertace Multiple v Mutiple ! !
So— e v e ! ;
Device, Inferface 4 Critical v Number of Errors:» 40 Esroes for ot least » 0 minutes | B weu !
Device, Intertace Muttiple v Muttipie | !
Hetwor a Critcal v Total Test Envors » 3 Emors foratleast » 0 minwes ! I
I
Hetwork 4 Critcal v Total Test Evors » 3 Emors for at beast » 0 minwes ! i
System 4 Criteal v LocaSeves - 40N for atheast>Dmiotes o oTTTmTmTmmmmmme
System & Critcal v LocalServes »= 60°% for at east 0 minutes:
System 4 citcal v LocalServes »= 40% for at east » 0 minutes
System & Critcal v for at st » 0 minutes
Appiication 4 citcal v Jiter Max >= 10 s or atleast » 0 minudes.
Appiication & rtcal v Jiter i = 10 ms for at least » 0 minutes: .
ancel
Media P Appiication 4 citical v Packet Loss >= 1% for at least » D minutes

Each Alert's details will have similar, yet distinct capabilities based on their respective use cases. For

example, all alerts will provide the following general configuration settings:

Enable switch
Severity
Threshold
Sharing

But the level of complexity of the options presented are driven by the use case’s needs.

Example of a simple, single threshold Alert:

Alert Management 6
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BGP Peer Connection Change

Enabled

[ o» I
Severity

A Critical
Thresholds

For at Least
0

Sharing

B Email

test@test.com x x
ServiceNow v
SNMP trap

B webul

Syslog

Example of a complex, multi threshold/ multi-Instance Alert:

High WAN Interface Utilization

LLIST OF INSTANCES € ADD NEW INSTANCE INSTANCE DETAILS
32 1. LiveWire Interface eth1 [ Enotico | L]
General Settings
2. Birmingham routerl [ Enabica | ]
Instance Name Time Window
i 3. Austin site [ Enabicd | ]
Livewire Interface eth? All Hours
Default threshold Disabled
Alert Source
Device:  SE-LiveWire NY Interface:  SE-LiveWireNY —. ethl
« i »
Business Hours Setting: For sites without business hours configuration
this setting will be ignored.
Thresholds
Time to Trigger Automatic Resolution Time
1 5
Utilization
CRITICAL &
60
Utilization
&4 WARNING »
a 50
Enable Switch

All alerts will have at least one enable switch:

Enabled

(o )

Alert Management 7
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Severity

LiveNX provides the following severity levels for all Alerts:

*  Critical
*  Warning
* Info

Simple Alerts have just one severity level for the Alert's one threshold:

Severity
A Critical
Thresholds
Total Test Errors For at Least
3 0

While other, more complex Alerts may provide unique severities per threshold level, as well as Time
to Trigger and Automatic Resolution Time settings.

Thresholds
Time to Trigger Automatic Resolution Time
15 5
Average Application Delay
CRITICAL A
500
Average Application Delay
WARNING &
400
Average Application Delay
INFO
a 100
Thresholds

There are threshold options that could be present for any given type of Alert.

The following are commonly seen across many Alert types:

Average Application Delay Packet Loss
400 1
Utilization Drop Rate
60 20

The Alert's threshold must be crossed for at least this time period for the Alert to trigger. A Value of
O will immediately trigger the Alert as soon as the threshold is crossed.

For at Least

0

Alert Management 8
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Time to Trigger

The time to wait before clearing an Alert after the threshold is no longer being crossed. This will
help ensure an Alert is not “noisy” when the threshold is frequently being crossed and resolved. A
value of O will immediately trigger the Alert as soon as its threshold is crossed.

Time to Trigger

0

Automatic Resolution Time

This value controls the duration of time that a threshold must have returned to its normal state
before an Alert is cleared. This will help ensure an Alert is not “noisy” when the threshold is fre-
quently being crossed and resolved. A value of O will immediately clear the alert when the thresh-
old is resolved.

Automatic Resolution Time

5

Example:

Threshold settings will work in conjunction with one another to determine when a specific alert
should trigger or be cleared. The following provides a practical example of how a complex, multi-
threshold alert will operate in LiveNX. The following is the configuration for a High WAN Utilization
alert:

Thresholds
Time to Trigger Automatic Resolution Time
1 4
Utilization
CRITICAL 4
N 80
Utilization
WARNING &
r 60
Utilization
INFO
40

Time to Trigger >=1min

Automatic Resolution Time = 4 min
Critical >= 80%

Warning >= 60%

Info >= 40% (Disabled)

Next, consider the following time series graph representing a WAN interfaces utilization over time.

Alert Management 9
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Warning-3

* 10:00am - Utilization elevated over critical threshold

* 10:0lam - Time to Trigger exceeded, critical alert is opened

* 10:05am - Utilization falls below all configured thresholds

*  10:09am - Automatic Resolution Time exceeded, alert is resolved

* 10:10am - Utilization elevated over critical threshold

* 10:llam - Time to Trigger exceeded, critical alert is opened

* 10:15am — Utilization falls below critical threshold, but above warning thresholds

*  10:19am - Automatic Resolution Time exceeded, and critical alertis resolved. But Time to Trigger
is exceeded and new Warning alert is opened

* 10:25am - Utilization falls below all configured thresholds

*  10:29am - Automatic Resolution Time exceeded, and warning alert is resolved

Sharing

Alerts can be shared when triggered via the following methods:

Email - Alerts can be forwarded to one or more email destinations.

ServiceNow - via APl integration, LiveNX can forward its Alerts as either Events or Incidents.
SNMP Trap - Alert can be forwarded to an external SNMP server configured to receive traps
WebUI - Alerts will be included in the LiveNX Operations Dashboard Notification Sidebar

Syslog - Alert can be forwarded to an external Syslog server

Sharing

Email

test@test.com x b4

B ServiceNow ~

Default ServiceNow settings set on € page. You can
override individual settings below.

Category
Database

Subcategory
DB2

Add value to override

& Webul

Syslog

Alert Management 10
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Please see the Integration section of this document for configuration prerequisite for Email, Servi-
ceNow, SNMP Traps, and Syslog sharing.

Example of the LiveNX Operations Dashboard Notification Sidebar showing Alert notifications.

=  LiveAction = B omz a0
Iwerdier L NOTIFICATIONS
Sites, Deviees, Interfaces by 5t Active Alerts
ALERTS
SITES: 22 DEVICES: 52 INTERFACES: 184 .
L}
.
simes o pevices 7 o NrERFaces o o

PR R R R R R R

L S

® 8 8 8 8 8 e B e e s e e e e e s e
»

® e e 0 0 0 0 0 e e e e s e e e e
® 8 8 8 8 8 0 08 8 s 88 8 08 0 s 0

There are two types of Alerts in LiveNX:
* Single Instance Alert

* Multi-Instance Alert

Single Instance Alerts

Single Instance Alerts are global in scope. All Sites/ Devices/ Interface will share the same threshold
and sharing configuration.

Below is an example of a Single Threshold Alert:
BGP Peer Connection Change

Enabled

[ o |
Severity

A Critical

Thresholds

For at Least
0

Sharing

Email

test@test.com x x

ServiceNow v
SNMP trap
B webul

Syslog

Alert Management 11
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One Single Instance Alert worth noting is the QoS Class Drop Alert. This alert is global in scope and
applies to all devices, but unique thresholds can be configured for each class (queue) name.

QoS Class Drop

Note: Severity for this alert will be reflected as the same severity used in the
status. When the severity is info, it does not contribute to the status.

Automatic Resolution Time

5

Ignore alert fluctuations and wait 5 minutes before automatically resolving an

alert.

Thresholds

Qos Class
VOICE

Drop Rate
20

Qos Class

VIDEO

Drop Rate
50

Catch All Threshold

Drop Rate
0

Add Specific QoS Class Alert

Multi-Instance Alerts

Multi-Instance Alerts help solve the following types of use cases:

For at Least

0

For at Least

1

For at Least
0

o

*  Alertwhen Chicago’'s WAN circuit is > 85% for the last 15 minutes and send a notification to just
the Chicago admin.

. Alert when New York's WAN circuit is >75% utilized for the last 10 minutes and send a

notification email both to the New York and Chicago admins.

* Alert when all other WAN circuits are >95% utilized for the last 15 minutes and send a

notification email to an all admins.

Multi-Instance Alerts could be conceptualized like an access list found in a router or firewall. They
are an ordered list of thresholds that are matched in a top-down manner. Each Instance has an
Alert Source Filter that defines the Sites/Devices/Interfaces/etc. that are matched by the Instance.
Once a match is found, the associated Instance’s threshold will be considered for the KPI being
measured and no additional Instances will be considered. If no specific Instance is matched, the KPI
being measured will use the default instance, if it is enabled. If an Instance is not enabled, it will be

ignored.

Below is an example of a Multi-threshold Alert:

Alert Management 12
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High WAN Interface Utilization

LIST OF INSTAMCES @ INSTANCE DETAILS

1. LiveWire Interface st X
General Settings
2 Bieminghbm rouer]

Instance Name Time Window

10

3. Austin site
Livetien Imerface et AN Howrs
Defantt threshold Dizabied
et Soarce

Device:  SE- ire-N Interface:  SE-LiveWireNY — ethl

“ il »
Business Howrs Satting: For sites witho
this 3402ing will be snored
Threshalds

Tirme to- Trigger Astomatic Reschation Time

Unilizaticn
Bl cRIMCAL &

Urilizaticn
B warNING =

Unbzatice
Sharings Defauk Configuraion O Cuwtom Configuraion
B Email
testEoest.com ¥ »
Servicehow

B webn

Syslog

In this example of the High WAN Interface Utilization Alert, there are three instances enabled and
the Default threshold (Instance) is disabled. This configuration ensures only interfaces matching the

Alert Source Filter of these three instances can generate an alert.

The top Instance named LiveWire interface ethl provides the following configuration:

The Alert Source filter thatis matching Device: SE-LiveWire-NY AND Interface SE-LiveWire-NY ->
ethl. This means that this instance will only apply to the utilization of this specific interface.

The Threshold will monitor the utilization of this interface and can generate a Critical, Warning,

and Info alert for it.

The Sharing settings will send an Email notification to test@test.com and also populate the

LiveNX Notification sidebar.

By Default, Multi-Instance Alerts only have their Default threshold configured. If enabled, all appli-
cable Sites/Devices/Interfaces/Applications will match this instance.

Alert Management 13
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Device CPU Utilization

INSTANCE DETAILS

General Settings

Instance Name Time Window
Severity
A Critical

Note: Severity for this alert will be reflected as the same severity used in
the status. When the severity is info, it does not contribute to the status

Alert Source

Thresholds

Time to Trigger Automatic Resolution Time

0 5

Utilization
1

sharing

When a new Instance is configured, the Alert Source filter must be configured. This will define which

Sites/Devices/Interfaces/Applications will match this instance.

Device CPU Utilization

LIST OF INSTANCES © INSTANCE DETAILS

General Settings
Instance Name Time Window
New Alert All Hours
Severity
& Critical

Note: Severity for this alert will be reflected as the same severity usedin
the status. When the severity i info, it does not contribute to the status.

Business Hours Setiing: For sites without business hours configuration
his setting will be ignored.

Thresholds
Time to Trigger Automatic Resolution Time
0 5
Utilization
1
sharing © Default Configuration Custom Configuration

Sharing configuration for all alert instances can be changed in the
instance.

In this example, the new Instance’s name is “Austin Router” and the Alert Source has been config-
ured to only match “Device: RTR_Austin.liveaction.com”. Since Instances are matched in a top-down
order, the Austin router will be measured against this specific Instance’s Threshold settings and all

other devices will use the Default threshold Instance.

Alert Management 14
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Device CPU Utilization

LIST OF INSTANCES © DD NEW INSTANCE INSTANCE DETAILS
1. Austin Router E B
General Settings
Default threshold E
Instance Name Time Window
Austin Router All Hours:
Severity
4 Critical
Note: Severity for this alert will be reflected as the same severity used in
the status. When the severity is info, it does not contribute to the status.
Alert Source
Device: RTR_Austin liveaction.com

Business Hours Setting: For sites without business hours configuration
this setting will be ignored.

Thresholds
Time to Trigger Automatic Resolution Time

0 5
Utilization
1

Sharing © Default Configuration Custom Configuration
Sharing configuration for all alert instances can be changed in the
Default Tt instance.

Alert Status

Some Alerts will drive Site, Device, and Interface status on other pages in LiveNX. LiveNX status is the
real-time performance state of a monitored object. The available status severities are:

* Green/ Good

* Yellow/ Warning
* Red/ Critical

*  Crey/Unknown

Below are example page views that use status driven from Alerts:

Alert Management 15
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Geo Topology state [JERER) e Fiter Request Here

Ovendew  ©olor fler fecest e pry el
‘Sites, Devices, Interfaces by Statuses. Active Alerts
ALERTS TIME OPENED
SITES: 22 DEVICES: 52 INTERFACES: 184 B TR Seite o8 Class VOICE Drcp Rt s S48 Kipe [T
- 09 Mar 2021, 0138 PM
4 cEdgedF 09 Mar 2021, 0135 PM
simes O o oevices INTERRACES [ & RTR Louiselle IP SLA tolal test esrocs is grester than threshold value: 3 0 Mar 3021, 01722 P
® DCNew York & RTROCMPLS ® Gigabitethemnet?[RTR_Birmingham - 9.48 % of potket loss 46 (EF) 09 Mar 2021, 0122 PM
» Bimingham ® RTRBrmIgham * GiabitENMer2IRTR_Seattie 4 FTRA &%l - DM 2071, 0117 P
® Indianapolis ® RTR.ndianapolis ® GigabilEhernetZIRTR_SanJose. & Local'Server memdary utilization i abave threshold 09 Mar 2021, 01:17 PM
o Los Angeles. ® SELvewie LA ® GigabitEthernet2IRTR Louisvile 4 HIRS SLA Vo it btal 2 09 Mar 2021, 01:16 PM
® Austin ® RTR_LosAngeles & DiGigamon-AMIGI0OMTY 4 RTRJ % of packet loss O (BE) 09 Mar 2021, 0113 PM
@ Unspecified ® SELveWineAus ® OTESTLubrizol Velo A& SELiveWire-LA 5% traffic with a DSCP value of 46 (EF) 9 Mar 2021, 01:12 PM
& Seattle ® CEdgRARTPFIX ® TESTubrizcl Velo 4 RRS - 09 Mar 2021, 0104 PM
® Inemet ® RTROCCORE * ethoappleFasiLane 3560 & RTRL 10.6% % of packet loss for traffic with 8 DSCP value of 4_ 06 Mar 2021, 1251 PM
o T P — o eoppplerastine 4331 . had 200.00 ms of 481EF) 09 Mar 2021,1232 P
® SonJose & RTR Seattle ® ahoFotiGate Firewsll 4 CEdgeAF 200,00 ms of jtter for tratfic with  DSCP vakse of O (BE) D9 Mar 2021, 1225 PM
® Louisville ® RIR_PakaAlowan & COGIgaTONGIPENCIYRIPET - for 73 M 201, 11:43 AM
® AWS Oregon & SEFSVELTM & EhOGMOnIPEIut20 4 RTR 13359 ms of jitter 09 Mar 2021, 11:41 AM
® Impairment ® [WAN-BRINET ® ahoPvErionDevio o VoicE Tt 9 ar 2021, 10:02 AW
® London o IWANBIMPLS o EROLVEWIRANS & SELiveWire-LA 200,00 ms of ji al 08 M 202111729 PM
& Madiscn & PAMIGLEIE & ethoPaloshtobietwark Firewall & SELNEWEELL 121 1 08 Mar 2021, 07:49 PM
o Sydney » CS9602322 ® EINESiberpesMEN A LiveNX has not received flows from MPLS-00RE Iiveaction com for 1120 minutes O Mar 2021, 0708 PM
@ ealnut Creek » 1Ssedemo RS T———— A RTR Louiswille IP SLA ice/ itter totsl errors. s grester than threshoid walue: 3 08 Mar 2021, 0523 AW
. L & EthanversalPFixDevice . for 26 (EF) 08 Mar 2021, 0831 AM
o [TESTI&aéigead ® RTRSanJose & EhOVersaNetFlowDevice: A RTR-DC-MPLS numning application RonaApp had 51.78 % of packet loss for traffic with a DSCP value of 0 (BE) O Mar 2021, 0817 AM
® Florida ® C3C3850230 & chonvxLanfacksw - ATuin 07 Mar 2021, 0215.AM
Ses Enter Fiter Request Here < Applyfiter | Mar 09,2021 1320:00 - Mar 09,2021 133500 15 Min Configure Sites
Q search -
STENAME $  smesmms k4 < = 3 E o
Site Name - - v Peak UBization I Peok Uilzotio Al -
= . . . o o . o
 Beminghom . . . 80.40% 150.22% . o
| D NewYork . . . 20 126% . o
| isianapols . . . o o . o
| Internet - . . % s L] 0
Los.Angeles . . . 0088 o . o
Seattle . . . 4% 150.18% . o
Tokyo . . . 0518 0665 . o
Unspecified . . - L3 (3 . 0
| Sanuose . . . s 10001% . o
AWS_Oregon . . . o o . 0
Impaiment . . . - - . 0
| tongon . . . som um . o
| Louse . . . oms Iy . o
Madison . . . 0.02% 00o% . o
| Syiney . . . oas 0.5 . o
| Wt creek . . . o o% . o
| 8456791 234567691 2345677 . . . . - - . o
Allrews =

Alerts that drive status will be designated with a badge as shown below:

Alert Management 16
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ALERT TYPE o

BGP Peer Connection Change

Maintenance Mode

LiveNX provides an Alert maintenance mode for temporarily suppressing Alerts from triggering
from either devices or interfaces. Its configuration is accessed via the Maintenance Mode button at
the top right of the Alert Management page.

Alert Management ! Maintenancobode 1 View Alrts

[ & [
Appication Mutipie v Multiple Wb Ut
Appication Muttipie w Muttiple Servicabiaw, Wed Ui
Network 4 crtical v for atieast » 0 minutes Emai, weo Ul
Netwerk 4 crtieal v o
Metwerk crtical v For at beast = O min
Network 4 Critical o for atkeast 0 minutes
Applcation 4 Ctical o Risponse Teme >= 1 ms for at east » § minutes

«

By default, no devices or interfaces are in maintenance mode. Click Add, to enable maintenance
mode.

Maintenance Mode

Devices and Interfaces under Maintenance ! ADD

A list of devices appears.

Maintenance Mode 17
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Maintenance Mode

Add Devices and Interfaces under Maintenance SAVE

Sortby: Name v
1 3 > P

v @ AppleFastLane-3560
v @ AppleFastLane-4331
v @ ASAFirewall
v @ AwsCM-Oregon
v @ AzureCM-USWest
~ @ cEdgeART-IPFix

@ CS-2960-23-22
v @& CS-C3650-23-36
v @ CS-C3850-23-31

The filter at the top of the device list makes it simple to find devices of interest.

Maintenance Mode

Add Devices and Interfaces under Maintenance SAVE
I :‘
i Site !
i Device !
!
; Tag i
: ;
TV @ AppieFastianedd3i T TTTTTTTTT
v @ ASAFirewall
v @ AwsCM-Oregon
v @ AzureCM-USWest
v @ cEdgeART-IPFix
@ Cs-2960-23-22
v @& CS-C3650-23-36
v @ CS-C3850-23-31
v @ f5-sedemo
v @ FortiGate Firewall

Maintenance Mode 18
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Maintenance Mode

Add Devices and Interfaces under Maintenance SAVE

Device: RTR_Austin.liveaction.com

Sort by: Name v
1 1

v @ RTR_Austin

Select the checkbox corresponding to a device to put the device and all of its interfaces into main-
tenance mode. When finished click Save.

Maintenance Mode

Add Devices and Interfaces under Maintenance SAVE

Device: RTR_Austin.liveaction.com

Sortby: Name v

1 ]
i A @ RTRAustn g i
-
GigabitEthernet2 ]
GigabitEthernet3
GigabitEthernet4 =

Or only select the checkbox corresponding to just an interface(s) to put it in maintenance mode.
When finished click Save.
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Maintenance Mode

Add Devices and Interfaces under Maintenance SAVE

Device: RTR_Austin.liveaction.com

Sort by: Name v

1 1
~ @ RTR_Austin 174 B
Gi5
o GigabitEthemetz o

GigabitEthernet3

GigabitEthernet4

The selected devices and interfaces will be listed in Maintenance Mode.
Maintenance Mode

Devices and Interfaces under Maintenance EDIT

@ RTR_Austin
GiS
GigabitEthernet2
GigabitEthernet3

GigabitEthernetd

To remove a device/interface from maintenance mode, click Edit.

Maintenance Mode

Devices and Interfaces under Maintenance v EDIT

1Ay
hd

v @ RTR_Austin

Deselect the selected devices and interfaces of interest and click Save.
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Maintenance Mode

Add Devices and Interfaces under Maintenance

|
,,,,,,,,

Device: RTR_Austin liveaction.com

Sortby: Name

LA
= 1

~ @ RTR_Austin
Gis
GigabitEthernet2
GigabitEthernet3

GigabitEthernetd

Application Management

Application Management provides the ability to define Custom Applications for Flow data in LiveN X
and assign Applications Croups for simplified application management.

/ Configure

Custom Applications

LiveNX will represent Flow data by application name for various reports, dashboards, topologies,
and alerts. By default, LiveNX will try to learn the application identity of Flow, but when this is not
possible or an alternate definition is desired, custom names can be used for identifying traffic as
desired. Custom names will override any other auto learned application identification method.

LiveNX can use a combination of the following delimiters for defining custom applications:
* |P Addresses
* Ports

* Protocols

* DSCPs
* Application Names
* URLs

To add the first custom application, from the Custom Applications tab, click Add Custom Application.
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Application Management View WAN Applications

‘Add Custom Application

The Add Custom Application modal appears.

The custom application can be based on either Network Attributes or HTTP Host or SSL Common
Name.

ADD CUSTOM APPLICATION

Name * Description

© Network attributes

IP Ranges Include Application

Layer 4 Protocol Port Ranges

DSCP

URLs

HTTP host or SSL common nam URI

Cancel

When Network Attributes are selected, any combination of IP range, application, layer 4 protocol,

portrange, or DSCP can be used. Like kind options use OR logic and different kind options use AND
logic.

In the following example, the layer 4 protocol must be UDP and port must fall into the range of
19400-19440 for a Flow to be classified as VolP:
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ADD CUSTOM APPLICATION
Name * Description
VolP My VolIP Traffic

© Network attributes

IP Ranges Include Application
Layer 4 Protocol Added: 1 Port Ranges
UDP x x 19400-19440
DSCP
URLs
HTTP host or SSL common name URI

In this example, the IP address 172.16.200.10 or 172.16.200.11 would be classified as Citrix:

ADD CUSTOM APPLICATION

Name * Description

Citrix

© Network attributes

IP Ranges Added:2  Include Application
172.16.200.10 x  172.16.200.11 = X
Layer 4 Protocol Port Ranges
DSCP
URLs
HTTP host or SSL common name URI

Cancel m

After defining the Custom Application, click Save. The list of applications appears on the Custom
Applications tab.
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= LiveActionw

Application Management

Custom Applications

Add Edit Delete Move Up Move Down
RANK APPLICATION NAME 1P RANGES. PORT RANGES
1 VolP 19400-19440
2 Citrix 172.16.200.10,172.16.20..
Rows:2/2

LAYER 4 PROTOCOL

UDP

osce

NBAR APPLICATIONS

View WAN Applications
Application Groups
Q
HTTP HoST R DEsCRIPTION
My VoIP traffic

To edit a custom application, select the desired application and click Edit.

= LiveActiom

Application Management

Custom Applications

Add Edit Delete Move Up Move Down
RANK APPLICATION NAME 1P RANGES PORT RANGES
a
1 VolP. 1940010440
2 Citrix 172.16.200.10,172.16.20...

Rows:2/2  Selected:1

LAYER 4 PROTOGOL

DscP

NBAR APPLICATIONS

View WAN Applications

Application Groups

HTTP HOST R DESGRIPTION

My VolP traffic

The Edit Custom Application modal appears. Make any desired changes and click Save.

EDIT CUSTOM APPLICATION

© Network attributes

1P Ranges

1721620010 1721620011 =

URLS

HTTP host or SSL common name

otion
My Gitrix Traffic]

Added 2 Include Application
x
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Note Itis possible to have multiple Custom Application definitions with the same name, this
ensures the most flexibility in naming applications as desired.

In this example there are two custom applications with the name “VolP”.

Application Management

147010

View WAN Applications

RANK APPLICATION NAME P RANGES PORT RANGES LAYER 4 PROTOCOL osce NBAR APPLICATIONS HTTPHOST Rt DESCRIPTION

1 VorF 1940019440 uop My VoIP traffic
2 172.16.200.10, 172.16.20. My Citix Traffic

3 VorF 19500 uop & My VoIP Traffic 2

Rows:3/3

Custom Applications are a prioritized list of definitions. Traffic is matched in a top-down order. In
large configurations, it is often best to ensure the most frequently used applications are placed
higher in the list to ensure optimum performance.

To change the priority order of a custom application, select the application and click either Move Up
or Move Down.

147010

View WAN Applications

PORT RANGE AYER 4 PROTOCH NBAR APPLICATIONS HTTR HOST e oEsCRIPTION

1040019440 uop My VolP traffic
] 2 172.16.20010,172.16.20. My Citrix Traffic

3 19500 uop EF My VoIP Traffic 2

Rows:3/3  Selected: 1

In this example, Citrix has been moved down to lower its match priority.
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Application Management

View WAN Applications

Add Edit Delete Move Up

RANK APPLICATION NAME 1P RANGES PORT RANGES LAVER 4 PROTOCOL osce NBAR APPLICATIONS HTTP HosT Rl DESCRIPTION

1 v 19400-19440 uoP My VoIP traffic

2 19500 uop EF

My VoiP Traffic 2
] 3 172.16.200,10,172.16.20.

My Citrix Traffic

Rows:3/3  Selected: 1

Custom applications can also be defined using HTTP Host or SSL Common Name. Optionally, UIR
can also be included.

When defining custom applications in this manner, it is possible to use “*" for wildcard matching of
sub-domains.

ADD CUSTOM APPLICATION
Name * Description
MyWebsite My WebsSite Traffic

Network attributes

IP Range Include Applicatic

DSCP

O URLs

HTTP host or SSL common name Added:2 URI

mywebsite.com x  *mywebsite.com x X

Application Groups

Applications Groups can be used for simplified application management. For example, an applica-
tion can be identified by different names by various manufactures, hardware models, and even dif-

ferent version of OS from the same device type. To help simplify inconsistent names Application
Groups can be used.

LiveAction LiveNA will also use these Application Groups to identify which applications need resid-
ual monitoring for baselining and anomaly detection.
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To add the first application group, from the Application Group tab, click Add Application Group.

Application Management View WAN Applications

Add Application Group

The Add Application Group modal appears.

ADD APPLICATIONS GROUP

Group Name *

Include Application *

Cancel

Provide a name and add the desired applications to the group. When finished, click Save.

ADD APPLICATIONS GROUP

Group Name *

AllVolP

Include Application * Added: 7

cisco-collab-audio x  cisco-phone-audio x cisco-jabber-audio x x
codima-rtp x rtpx rtp-audio x VoIP x

To edit the Application Group, select the group and click Edit.
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Application Management

Custom Applications

Add Edit Deiete
APPLICATION GROUP G APPLICATIONS
a
8 avor cisco-collab-audio, cisco-phone-aucio, cisco-jabber-audio, codima-rtp, rip, rip-audio
Rows:1/1  Selected: 1

Update the group and when finished, click Save.

EDIT APPLICATIONS GROUP

Group Name *
AlalP

Include Application *
cisco-collab-audio «

Application Management
Custom Applications.
Add Edt Delete
APPLICATION GROUR ©  APPLICATIONS
AvolP cisco-collat-audio, Cisco-phone 3udio, cisca-jabier-audio, CoEma-rip, Mp, Mp-audic, VoiP
Rows: 1/1

View WAN Appications

Application Groups

Application Groups
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OID Polling

OID Polling allows you to monitor and alert on SNMP KPIs that are not monitored by default.

/ Configure

OID Polling provides two tabs:
*  Pre-Configured

* Custom

Pre-Configured
This tab provides built-in use cases.

01D Polling Configure 0ID Alerts

ceqfpThroughputLevel

cHSPGIT pAddr, ck 5 dbyRouter

virpOpervrid, virpOperVinualMacAddr, virpOperState, vrrpOperMasteripAddr, virpOperPrimarylpAdar

Rows:3/3

Clicking a pre-configured use case opens the Edit Technology modal.
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0ID Polling

cHsrpGrpVirtuallpAddr, cHstpGrpActiveRouter, cHsrpGrpStandbyRouter, cHsrpGrpStandbyState

wrrpOperVrid, virpOperVirtualMacAdde, virpOperState, virpOperMasteripAddr, vrpOperPrimaryipAddr

Select the devicel(s) of interest and click Save.

EDIT TECHNOLOGY cEarp

) This use case will poll the following O1D: ceqfpThroughputLevel

All devices will be polled for this OID €

Q
DEVICE ¢ STE % IPADDRESS ¢ VENDOR ¢ MODEL ¢ TAGS
NewYorkEdge NewYorkEdge 10.1.2211 Viptela vedge-cloud ane
IWAN-BRUINET Site 5 10.100.51.32 Cisco ciscoCSR1000v
RTR_SanJose PaloAlto-VE-01 10.100.51.12 Cisco ciscoCSR1000v
Rows: 32/32

Custom

This tab allows for user defined OIDs
From the Custom tab, click Add Custom OID.

0ID Polling

¢  DESCRIPTION

Viptela SNMP agent

Cisco 10S Software, CS...

Cisco 10S Software [De.

Cancel

Configure OID Alerts

You have not created any OIDs yet

Add Custom OID

The Add OID modal appears.

From the General tab, enter the Name, OID Index, and Units.
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ADD OID
Ge Devices (0)
Name * OID Index * €}
MyCustomOID 1.26.1.41.9.9481.1.1.6.1
Processing Type € Units *
|None v Mb

Conversion Factor * @
Multiply v 1

Conversion Type ©

Cancel
From the Devices tab, select the device(s) that should be polled with this OID.
When finished click Save.
ADD 0ID
General 1)
All devices will be polled for this 0I0 @
MNote: At least one device is required. Make sure that the current 01D is configured for all selected devices. Q
DEVICE ¢ smE ¢ IP ADDRESS ¢ VENDOR ¢ MODEL ¢ TaGs DESCRIPTION &
]
vSmart 10.4.201.216 Viptela vsmart
Bl RTR Louisville Louisville 10.100.51.10 Cisco ciscoCSR1000v Cisco 108 Software [De..
HE-CSR-207 PaloAhe-VE-01 10.4.201.207 Cisco ciscoCSR1000v Cisco 105 Software, CS...
PaloAltoEdge-TLOC-Ext PALOALTO 10.4.201.214 Viptela vedge-cloud
C5-2960-23-22 Site 5 10.100.51.22 Cisco catalyst29608TCS Cisco 105 Software, C2... E
RTR-DC-CORE Mew Yerk - DC 10.100.51.3 Cisco ciscoCSR1000v Cisco 105 Software, CS..
RTR_Madison Madison 10.100.51.11 Cisco ciscoCSR1000v Cisco 108 Software [De..
RTR_PaloAlto-Wan Site § 10.100.51.14 Cisco ciscoCSR1000v Cisce 105 Software, CS...

Rows: 32 / 32 Selected: 1

The Custom OID will be added to the Custom tab.

cmes m
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0ID Polling

Rows:1/1

To edit the custom OID, select th OID and click Edit.

QID Polling

Rows:1/1  Selected: 1

Q
& O INDEX ¢ umms ©  PROCESSNGTYPE &  DEVICES
Al
13614199481.1.161 Mb None RTR_Louisville
0D INDEX. ¢ unms ¢ PROCESSINGTYPE ¢  DEVICES
All
136.1.41.9.9.481.1.16.1 Mb None RTR_Louisville

Configure OID Alerts

Configure 01D Alerts

After a custom OID rule is created, a corresponding Alert will automatically be created.

Alert Management

ALERT TYPE

Rows: 43 / 43

¢ CATEGORY

Al
Nework
Network
Network
Application
Device, Interface
Device, Interface
Device, Interfsee
Device, Interface
Device. Interface
Device, Interface
Device, Interface
Network

Device, Interface
Device. interface
Network

fra—

Custom OID - MyCustomoID

INSTANCE DETAILS

LIST OF INSTANCES @ ADD NEW INSTANCE

Default threshold Disabled
General Settings

Instance Name

Alert Source

Thresholds

Time to Trigger
]

CRITICAL 4

WARNING B

Additionally, a Custom OID report will be automatically created too.

Time Window

Automatic Resolution Time

Custom
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CREATE REPORT
GENERAL SETTINGS

Name

Presentation Mode

Standard

Footnote

Sharing Settings

Email

File Farmat

PDF Row Limits

REPORT LIST REPORT DETAILS

Please choose repart type

Q

Top Reports
Test
LiveNA
Flow
& SNMP
Availability

Custom OID

Device Management

Device Management provides the ability to add devices into LiveNX's inventory and configure their

monitoring settings.

/ Configure

There are two types of monitored devices in LiveNX:

*  SNMP Monitored Devices
*  Non-SNMP Monitored Devices

SNMP Monitored Devices

LiveNX will collect SNMP and Flow from these devices.

To add an SNMP Monitored device into LiveNX, select the Discover Devices button.

The Discover Devices workflow appears, highlighting the What to Scan tab.

5% kmport/Export

Cancel
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DISCOVER DEVICES

1. What to scan 2. SNMP Settings 3. Node

© SPECIFY IP RANGES

Add More

SPECIFY SEED DEVICE TO SCAN

Cancel

One or more devices can be added into LiveNX's inventory by either:

1. Specifying an IP address or a range of addresses.

2. Discovery by specifying a Seed device IP and the number hops away.
In this example, a single IP address is specified.

Click Save & Next to choose the SNMP configuration for monitoring these devices.

DISCOVER DEVICES

2. SNMP Settings 3. Node

: © SPECIFY IP RANGES
| 10.100.51.10
1
1

SPECIFY SEED DEVICE TO SCAN

Save & Next

SNMP Settings can be selected using either:
1. Using the Default SNMP Connection Settings.
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DISCOVER DEVICES

1. What to scan 2. SNMP Settings

© DEFAULT SNMP CONNECTION SETTINGS

SNMP Credential Storage Configuration Page

ENTER SNMP CONNECTION SETTINGS FOR THIS DEVICE

Back

3. Node

Cancel

Save & Next

Discover

Tip If desired, the default SNMP credentials can be managed by selecting the SNMP

Credential Store Configuration Page button.

2. Entering the specific SNMP Connection Settings for this Device(s).

DISCOVER DEVICES

1. What to scan 2. SNMP Settings

DEFAULT SNMP CONNECTION SETTINGS

© ENTER SNMP CONNECTION SETTINGS FOR THIS DEVICE

Back

SNMP Version * Target Port *
Version 2¢ 161
Community String *

3. Node

Cancel

Click Save & Next to choose the LiveNX Node that monitors the devicels).

DISCOVER DEVICES

1. What to scan 2. SNMP Settings

Specify Node
Local/Server

Back

3. Node

Cancel

When ready, click Discover.

The Discover Devices modal closes, and a discovery progress bar is displayed.
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CSV Import/Export

Credential Store View Devices

Once discovery is complete, any found devices will be added to the Discovered Devices tab. These
devices can be added into the inventory by clicking Add AWL Devices. The device(s) is added with the
default discovered interfaces and settings. These settings can be changed later.

SEMEMTI

101005110 Ciseo

CSV import/Expart

CiScOCSRC0DY

Cresential Store View Devices

Localiermer

Or the devices' settings can be updated by selecting the device(s) of interest and clicking Edit.

[ = Liveaction

Device Management

1 SELECT DEVICES 1 intertaces: §

proper Sl s ‘

PEDCIKEMTIX

EDIT RTR_SEATTLE

Site

(no site selected)

IP Address*
10.100.51.2

3 PoLL B3 Psia

Associate Probe at IP Address

Tags

101005110 cisco

Group

B qos ROUTING

Hardcode Sample Ratio

CSV Import/Export

isGOCSRI000Y

Interval

1 Minute

FLOW

Cancel

Credantial Store View Devices

LocaliServer

LAN

fr—.

Or the monitored interfaces can be updated by selecting the device(s) of interest and clicking Select

Interfaces.

SNMP Monitored Devices
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Device Management

1 SELECT DEVICES Devices: 1 Interfaces: §

Add A Devices Edt

oence 2 som

PEDCIKEMTIX

5 waoonsss 3 vemon

101005110 cisco

CSV Import/Export Credantial Store
2 e 5 meoe
isGOCSRI000Y LocaliServer

View Devices

A Non SNMP Devics

—

2 SELECT INTERFACES  Devices 1

Edit

NAME <

Alows | 5

Back

INTERFACESTATE  C  DEVICE

CSVImpory/Export Credential Store

UNERATE (bps)  C 1P ADDRESS ¢ wse o
1000000 199.199.1.5 Conn-MPLS-Provider
1000000 10.10051.10

1000000 192.168.101.254

10000000

10000000

Al v Al

View Devices

Q

INPUT CAPACITY (K. O OUTPUTCAPACITY (O WANXCON <  SERVICEPROVIDER &  TAGS

WAN Conn-MPLS-Provider

Selected monitored interface settings can also be updated by clicking Edit.

‘Add Non SNMP Device

DESCRIPTION <

ConnMPLS-Provider
Connected to Mgmt..
Conn-AdminSE-PC

=+ Add selected

Device Management

2 SELECTINTERFACES  Devices:1  Interfaces:5

€SV Import/Export Credential Store:

View Devices

Q

name S wrmmcesmte  C oevce © umemwEom) O aoRess o wm C WPUTCAMCTY( O OUTPUTCAPACTY(-  WANACON O SENCEPROVDER O TAGs
Al v Al All v All v
igabitEtherne Up 1000000 199.199.1.5 Conn-MPLS-Provider WAN Conn-MPLS-Provider
™ 1000000 101005110
igabitEtherne up 1000000 192.168.101.254
w 10000000
Up 10000000
Mo 5
Back
EDIT GIGABITETHERNET2
Input Capacity Output Capacity Label
Conn-MPLS-Provider
Tags WAN/XCon Service Provider
WAN Conn-MPLS-Provider
Cancel

Once Finished, click +Add Selected.

Add Non SNMP Device

o

DESCRIPTION @

Conn-MPLS-Provider
Connected to Mgt

Conn-AdmInSEPC

+ Add Selected
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Device Management SV Import/Export v Gredential Store: View Devices Add Non SNMP Device Discover Devices
2 SELECTINTERFACES  Devices 1 Interfaces 5
Edit Select a
NAME ¢ wimmcesaTE O Device O UNERMTEGGR) O 1PADDRESS o usa G NPUTCAPACTY (K. O  OUTPUTCAPACIY(. O  WANACON G  SERVICEPROVIDER ©  TAGS ¢ oescapTion

Al v Al v All v Al v

U 1000000 19919915 Conn-MPLS-Provider WAN Conn-MPLS Provider Conn-MPLS-Provider
™ 1000000 10.10051.10 Connected to Mgt

v 1000000 192.168.101.254 ConnAdminSEPC
Uy 10000000
) 10000000

Al s

e | |

[S— CSVimpatfrt + || Gudmiatios | VewDmves | NP Omice
————————— |
! 1
Tt
10.100.51.10 = ciscoCSRI000v Localserver v v v ~ 1 minute

The Device will now be listed on the My Devices tab with a summary of their configuration.

[S— CSVimpatrt + || Gudmatios | VewDmves | N 58P Omice
————————— |
! 1
Tt
10.100.51.10 = ciscoCSRI000v Localserver v v v ~ 1 minute

To edit the configuration of a device(s) in LiveNX's inventory, select the device and click Edit.
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NX

= LiveAct

Device Management

My Interfaces (3)

Refresh List Configure

DEVICESTATE 2

Al v

RTR_Louisvi.. Up

All rows 1

EDIT RTR_LOUISVILLE

Site Group

Louisville

IP Address*
10.100.51.10

POLL IPSLA

Associate Probe at IP Address

Tags

QoS

Delete Rediscover Interfaces

IP ADDRESS 2 VENDOR 2 MODEL 2 NODE 2 SImE i

All v

10.100.51.10 Cisco ciscoCSR1000v Local/Server

Interval

1 Minute

ROUTING & row LAN

Hardcode Sample Ratio

Cancel

Note the check boxes associated with the SNMP monitored devices.

EDIT RTR_LOUISVILLE

Site Group Interval

Louisville 1 Minute
IP Address*

10.100.51.10

POLL IPSLA 2 qos 2 RrOUTING B rfLow LAN |

Associate Probe at IP Address

Tags

Hardcode Sample Ratio

Cancel
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These define the technology LiveNX will use to monitor the device.

* Poll-This is the master on/off switch for polling SNMP on a device. LiveNX will poll basic device
and interface statistics.

* |PSLA - LiveNX will poll IP SLA related SNMP M|Bs
* QoS - LiveNX will poll QoS related SNMP MIBs
* Routing — LiveNX will poll routing protocol related MIBs

* Flow - LiveNX will accept and store Flow from the device. LiveNX does not poll any SNMP MIBs
related to Flow.

* LAN - LiveNX will poll LAN related MIBs

To ensure minimal SNMP overhead to both the device and network, it is often best to limit these
options to the minimal requirements of a specific device. For example, it is not necessary to poll
routing on a Layer 2 only switch or poll LAN on a WAN router.

The Refresh List button ensures the selected devices' details in LiveNX are up to date with the cur-
rent state of the device itself.

= LiveAction® =
Device Management

My Devices (1) My Interfaces (3

I
Edit ; Refresh List | Configure Delete Rediscover Interfaces

[ ——

DEVICE % DEVICESTATE 7  IP ADDRESS % VENDOR % MOoDEL 2 NoDE 2 | smE -
] Al v Al v
v} RTR_Louisvi.. Up 10.100.51.10 Cisco ciscoCSR1000v Local/Server

All rows 1
X

To edit the SNMP credentials for a device in the inventory, select the device(s) and click Configure.
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= leor -

Device Management

!
Edit Refresh List !

DEVICE % DEVICESTATE 7  IP ADDRESS

[~} All v

RTR_LOUisvi. Up 10.100.51.10

All rows 1

Rediscover Interfaces

% VENDOR s

All v

Cisco ciscoCSR1000v

MODEL

My Interfaces (3)

<>

S NoDE

v

Local/Server

SITE

LR

CONFIGURE RTR_LOUISVILLE

SNMP Credentials
Choose profile from store
o Enter SNMP connection settings for this device

SNMP Version *

Version 2c

Community String *

liveaction

Target Port *
161

Cancel

The Delete button will remove a selected device(s) from the LiveNX inventory.

= leor -

Device Management

- I
Edit Refresh List Configure : Delete :
I -
DEVICE % DEVICESTATE £  IP ADDRESS
[~} All v
B RTR_Louisvi. Up 10.100.51.1
All rows 1

Rediscover Interfaces
A
>

% VENDOR

All v

0 Cisco

ciscoCSR1000v

My Interfaces (3)

% NoDE

Local/Server
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Clicking Rediscover Interfaces causes LiveNX to rescan all available Interfaces for the selected
devicel(s). This is like the process that was done on initial device discovery and will allow for the
selection or removal of monitored Interfaces.

= leor -

Device Management

My Interfaces (3)

) S E— 1

Edit Refresh List Configure Delete I Rediscover Interfaces :
!
e !

DEVICE % DEVICESTATE £  IP ADDRESS % VENDOR % MODEL 2 NoDE L smE -
] Al v Al v
RTR_Louisvi.. Up 10.100.51.10 Cisco ciscoCSR1000v Local/Server
All rows 1

After the Rediscover Interfaces process is run, the view changes to the Discovered Interfaces tab
and shows allapplicable Interfaces available. Select/deselect the interfaces for monitoring and click

[= | LiveActiont | wx e 2 mn e Aums
Device MBHZQEMEN CSV Import/Export v Credential Store View Devices 'Add Non SNMP Device Discover Devices
B -
Edit cted Q
Al v Al All ~ All ~
p RTR_Louisville 1000000 199.199.1.5 Conn-MPLS-Provider WAN Conn-MPLS-Provider ‘Conn-MPLS-Provider
RTR Louisville 1000000 10.100.51.10 hellokitty! Connected to Mgmt.
RTR Louisville 1000000 102.168.101.254 Conn-AdminSEPC
i | 1000000
RTR_Louisville 10000000

Selecting the

Device Management

il rows

My Interfaces tab lists the interfaces being monitored by LiveNX.

1921681012

109.199.1.5

255.255.2552
255.255.255.0

SV Impory/Bxport

MPLS 1000000

1000000

Select an interface(s) and click Edit to modify its settings.

Credential Store

View Devices

Add Mon SNMP Device

Cancel

Conn-MPLSPr.
Conn-Adming.
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Device Management CSV Impor/Export v Credential Store View Devices Add Non SNMP Device
e
1 Edit i fed: 1 Q
!
NAME $  INTERFACEST. T DEWICE $  oevicesTaTE O smE ¢ seRvicepRov. PADORESS  J  SUBNETMASK 5 LABEL $  BANDWIDTH(- T INPUTCAPACL. T OUTPUTCAPA. T  WANXMCON o TAGS S oescawTion T
Al Al All ~ Al
p MPLS 199.199.1.5 255.255.255.2 MPLS 1000000 WAN Conn-MPLS-Pr.
1921681012 2552552550 1000000 ConnrAdmIng...
Allows
EDIT GIGABITETHERNET2
IP Address Subnet Mask Service Provider
199.199.1.5 255.255.255.252 MPLS
Input Capacity Output Capacity Label
MPLS
andwidth until set Value is inherited by bandwid
Tags WAN/XCon
WAN
Cancel

LiveNX can provide easy onboarding of devices based on the reception of Flow. If Flow is received
by LiveNX, but the device is not already in the inventory, LiveNX will attempt to query it with the

default SNMP credentials stored in the Credential store. If a match is found the device will be listed
in the Autodiscover tab.

Device Management

Node

LocaliServer (13 devices)

1 SELECT DEVICES

CSV Import/Expart

Adid Al Devices
oence S = AooRe Bo Moo

GCTAGKXFZRY 10.100.51.32 Cisco CiscoCIRI000
IWECNLKQFSE 101005131 Cisco CiscoCSRI000
ITVTDINTQIX 101005135 Cisco ciscoCSRI000
IASBZPZSWAM 10.100.51.30 cisco CiscOCSRI000
IBHNVDKXGHF 10100516 Cisco ciscoCSRI000
941TALZK29S 10100517 Cisco ciscoCSRI000
FOPIGINAHSZ 10100518 Cisco ciSTOCSRI000Y
GAKROFDZOLR 10100519 Cisco ciscoCSRI000
90BZPHIWAT 101005111 cisco ciscoCSRI000
BIBTTIZIG 101005112 cisco ciszaCSRI000
STMWTINYSSL 10100512 Giseo ciscoCSRI000
IMFVEPIIUMZ 10100513 cisco CiscOCSRI000
SNGODVXRCER 10100514 Giseo ciscoCSRI000

Mrow 13

Credential Store View Devices Add Non SNMP Devioe

LocalrServer ]
LocalrServer L]
LocalrServer
LocalrServer
LocalrServer
LocalrServer

LocalrServer

s
[
s
[
LocalsServer s
LocalrServer s
Localrserver s
LocalrServer s
Localrserver s

s

LocalrServer

The process to add these auto-discovered devices is like that of manual device discovery as
described above. Do note to use the Node Selection picker to ensure these auto-discovered

devices are monitore

d by the desired LiveNX Node Collector.
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Device Management

1 SELECT DEVICES

did Al Devices

oence

SERAL s

ICTADKXFZRY
IWECNLKQFSE
ITVTDINTOIX
IASBZPZSWAM
IBHNVDKXGHF
941TA4ZK29S
FOPIGIHSL
GAKROFDZOLR
I0BZPHIWAT
BIBTTIZIG
STMWTINYSSL
IMFVEPIIUMZ
GNGODVXRCER

P ADORESS

10.100.51.32
101005131
10.100.51.35
10.100.51.30
10100516
10100517
10100518
10100519
101005111
101005112
10100512
10100513
10100514

cisco
Cisco
Cisco
Cisco
Cisco
Cisco
Cisco
Gisco
Cisco
cisco
Giseo
cisco

ciseo

oDEL

Ci4coCSRI000
ciscoCSRI000
ciscOCSRI000
CiscOCSRI000
ciscoCSRI000
ciscoCSRI000
ciscoCSRI000
ciscoCSRI000
ciscoCSRI000
cisCOCSRI000Y
ciscoCSRI000
CisCOCSRI000V

ciscoCSRI000

SV Import/Expart Credential Store

e ——

LocalrServer
LocalrServer
LocalrServer
LocalrServer
LocalrServer
LocalrServer
LocalrServer
LocalsServer
Local/Server
Localrserver
LocalrServer
Localrserver

LocalrServer

WTERFACES

CSV Import/ Export provides another method to bulk add and edit the device and interface inven-

tory via CSV.

A B

Credential Store

C

H Il

3 ADD/UPDATE NAME

TRUE GigabitEthern
TRUE GigabitEthern
TRUE GigabitEthern
FALSE Nullo

FALSE VolIP-Nullo

200 N v LR W N

TYPE DEVICE SERIAL IP ADDRESS

etl Interface
et2 Interface
et3 Interface
Interface
Interface

TRUE RTR_Louisville Router  9E3XJK8MTIX 10.100.51.10 Cisco ciscoCSR1000v 16.3.7

View Devices Add Non SNMP Device
7) Autodiscovery (13)
Q
D E | F G
VENDOR MODEL
10.100.51.10
199.199.1.5

192.168.101.254

105 VERSION DESCRIPTION

Connected to

Cisco 108 Software [Denali], CSR1000\

MgmtNtw

Conn-MPLS-Provider
Conn-AdminSE-PC

Import CSV will add new devices/interfaces and overwrite any exiting configuration with the data of

the CSV.

CSV Import/Export ~

overed Devices (1) Export CSV
e
1

| I

Credential Store

View Devices

Add Non SNMP Device

7) Autodiscovery (13)
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@ File Upload

e S|

OO [Js » t299% » Downloads

-| +p || Search Downloads ol

Organize ~ New folder

o N
. Favorites LS

M Desktop
/4 Downloads

<» Recent Places ‘

@] 2021-03-08_105842_devices.csv

B Desktop
- Libraries
- Documents
4. Music
., Pictures
B videos
3 fgbEe

=- 0 o |
Date modrl'f\ed Type Sizg

3/8/2021 1201 PM  Microsoft Excel Co... |

& Comnuter Sl < |

File name: 2021-03-08_105842_devices.csv

L1 [

CSV IMPORT

LiveNX is ready to import your CSV file.
27 Devices, (85 Interfaces) will be checked and added.

Abort

CSV IMPORT

26 of 27 Devices, (82 of 85 Interfaces) were added to LiveNX. Remaining

couldn't be added due to errors.
Download error logs for details.

Close

The SNMP Credential Store and format is provided to assist networks that may have multiple SNMP
credentials in use within the infrastructure. When discovering new devices using the Credential
Store, the discovery engine will use the credentials from the store in the order they are listed.

I
CSV Import/Export !

View Devices
e ——— 1
overed Devices (1) Export CSV
Import CSV
Q

Add Non SNMP Device

Discover Devices

7) Autodiscovery (13)
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SNMP CREDENTIAL STORE

NAME

RO v2c*

ROV3

All rows 2

* Default Credential

VERSION

v3

TARGET PORT

161 liveaction

161

COMMUNITY STRING

USER NAME

admin

Done And Quit

Once a match is made via the discovery process, the specific SNMP credential will be associated
with the respective device(s) until SNMP is reconfigured.

The store will hold up to a maximum of 50 SNMP v2c or v3 credentials. When discovering devices by
manually entering SNMP credentials as shown below, if at least one device is discovered using the
credential, the credential will automatically be added to the SNMP credential store. If the store is

full, the credential will not be added.

CONFIGURE RTR_LOUISVILLE

i SNMP Credentials

Choose profile from store

SNMP Version *

Version 2¢

Community String *

liveaction

1 © Enter SNMP connection settings for this device

Target Port *
161

Cancel

Non-SNMP Monitored Devices
LiveNX can monitor the Flow of Non-SNMP devices. They can be added to LiveNX by clicking Add

Non SNMP Device.

CSV Import/Export ~

Credential Store

View Devices
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ADD NON SNMP DEVICE
o General Settings Add Interface
Device Name* 1P Address* Site Name: Group Node*
Local/Server
Tags Description

Cancel

The Add Non SNMP Device dialog appears. A Device Name and IP Address must be defined to pro-
ceed.

Once a Device Name and IP Address has been entered and any desired additional data, click Next

Step.

ADD NON SNMP DEVICE

o General Settings Add Interface

Device Name* 1P Address* Site Name Group Node*

MyRouter 10.100.51.11| Local/Server

Tags Description

FCTTTTTT I
Cancel | NextStep |

e —— '

The Add Interface view appears. Click Add.

ADD NON SNMP DEVICE
@ cenerai setings ©) s itertoce

Device Name: MyRouter Device IP Address: 10,100.51.11

Back

A pop-out appears to enter Interface details. The IfiIndex and Interface Name fields are mandatory.

Ifindex* Interface Name* IP Address Subnet Mask Label
Input Capacity Output Capacity Service Provider Tags WAN/XCon
None
Clear Cancel
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Once the IfiIndex and Interface Name fields are entered as well as any desired optional fields, click
Add Interface.

Iindex* Interface Name* IP Address Subnet Mask Label
1 Myintfl
Input Capacity ‘Output Capacity Service Provider Tags 'WAN/XCon
None
ffffffffffffff g

;
Clear [ Add Interface E
! [

The Add Non SNMP Device dialog appears. Click Add to My Devices.

ADD NON SNMP DEVICE
o General Settings o Add interface

Device Name: MyRouter  Device IP Address: 10.100.51.11

Add

FINDEX ¢ MNaME [+ SERVICEPROVI. ©  TAGS

IP ADDRESS ¢ SUBNETMASK LABEL + WAN/XCON ¢ NPUT CAPACIT. & OUTPUT CAPACL

All

1 Mylnt1

b=
The Non-SNMP device appears under My Devices.
Device Management €8V Import/Export ~ Credential Store View Devices. ‘Add Non SNMP Device
Refresh List Q
Al Al ~ All All All ~ All All Al
VT e W0 Nenswe | Newse | teesewsr 1 v T v | T ;
_____________________________________________________________________________________________________________________________________ !
| 10.100.51.10 Cisco ciscoCSR100..  Local/Server 2 v b4 v v

To Edit a Non-SNMP device, select the device and click Edit.
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Device Management CSV Import/Export ~ Credential Store. View Devices Add Non SNMP Device
I' T
©OEdt | RefreshList f Deete Rediscoes Int Selected: 1 a
I
—
ot & < OF1 < oF T Mo < wNooE < & £DCOD 0 < W ¢ < o AN < ¢
Al ~ All v Al v All ~ All v Al v Al v Al
MyRoute up 10.100.51.11 Norn-SNMP HNor-SNMP Local/Server v v
10.100.51.10 Cisco ciscoCSR100. Local/Server v 4 ~ Ed
i »
Al

The Edit Device modal appears. Since this is a Non-SNMP device, note the Interfaces tab.

EDIT  pevice

Interfaces

Device Name* 1P Address* Site Name Group Node*

MyRouter

Tags Description

On the Interfaces tab, select an interface and click Edit.

EDIT  pevice
De
1=y
I i
add | |
[ I
1FINDEX S wame ¢ PADDRESS O SUBNETMASK ¢ LasaL © WANXCON & INPUTCAPACIT. § OUTPUTCAPACL G SERVICEPROVL. &  TAGS
Al v
1 Mylnt1
Al 1

s [

After making any desired changes, click Update Interface.

Windex* interface Name* IP Address Subnet Mask Label
1 Mylnt1 111 255.255.255.0
Input Capacity Output Capacity Service Provider Tags WAN/XCon
(No service provider selected) None

The Edit Device modal appears again, click Apply to save any changes.
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EDIT pewice

Al

Filter Management

Custom Filters can be created and saved to ease the administrative burden of often used filters.
These filters can be shared for usage by other users.

/ Configure

To add the first Custom Filter, click Add Filter.

Filter Management

The Add Filter modal appears. Add the Custom Filter's configuration as desired and click Save when
finished.
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ADD FILTER

Name

MyFilter

Description

This is MyFilter

Details

Application:  VoIP DSCP: EF

Sharing
off

core [

The custom filter appears on the Filter Management page.

Filter Management
Add
PRTER NAME o pusuc o catarmey
Al v Al
MyFilter
Al 1

To edit a custom filter, select the desired filter and click Edit.

Filter Management

Edit Copy Delete
FILTER NAME ¢ pusue ¢ CREATED BY
] Al v Al
MyFilter

Update the filter as desired and click Save when finished.

EDIT FILTER

Name

MyFilter

Description

This is MyFilter

Details
Application:  VolP DSCP: EF

Sharing
off

e [

S oescrmon

This is MyFilter

a

¢ pescawTioN ¢

This is MyFilter

Currently, saved custom filters can be used by LiveNX’s Logical Topology (Preview).
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Logical Topology Nov —= Nowv S5Mins [+

Selected sites and devices shown on ot |

opol
Yopology - Application
1 oo
I osce +
Site
St by N, Service Provider :
®
v [ AWS_Oregon let custom
[
¥ O DC-New_York [

v O Florida

v O Hurricane Electric
~ O Impairment

v O Indianapelis

¥ O SanJose

v O Seattle ® Normal Warning

® Critical ® Palling Disabled
. NA
Display By
WAN Applications
® Video VolP
.icp
Fip-audio
sl
youtube

show other sites [ | ® Other

Site Management

Sites provides a logical grouping of devices in LiveNX. This fundamental concept is used throughout
the solution by Dashboards, Reports, Stories, and Filtering and should be considered a mandatory
configuration task. Site Management is where Sites can be defined and managed for the system.

/ Configure

When configuring LiveNX for the first time, no sites are configured. To add a Site, either:
1. Click Import Sites to import from a CSV.
2. Click Add Sites.
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Importing Sites will be discussed later in this section. To add an individual Site, click Add Site.

ssssssss

The Add Site modal appears and has three tabs: Details, Address, and Business hours. A Site Name is
mandatory, once assigned the Site definition can be saved.

ADD SITE
Busin
Site Name
Site name is required
Site Description Site IP Range (CIDR Notation IP's)
Devices Tags

Number of Employees

Data Center

Cancel

Site Details

Site Description — a courtesy free-text field.

Site IP Rage — Used for defining the IP space used by the site. This is used by various workflows
and Flow Filters. Based on other page’s reliance on this data, it could be considered a
mandatory field.

Devices — List of devices that are members of the Site. Click on this field to add devices to the
Site or assign Site to devices via Device Management.

Tags — An administratively assigned delimiter that can be used for Filtering.
Number of Employees — A courtesy field for helping to provide context to LiveNX users.

Data Center — A delimiter that can be used for Filtering.
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ADD SITE
Address Busin: ul
Site Name
Site name is required
Site Description Site IP Range (CIDR Notation IP's)
0/1000
Devices Tags

Number of Employees

Data Center

Cancel

Site Address

The primary purpose of the Site Address is for assigning Geo coordinates for the Geo Topology and
in turn, deriving the Region.

ADD SITE

Details \ < Business hours

Address Latitude & Longitude
City Phone Number
State/Province/Region Email

Zip Code Region

Input valid address and press "Geo Coordinate Lookup” to
populate region

Country

Cancel

Once any portion of the Site’s Address, City, State/Provence/Region, or Zip Code is entered, the Geo
Coordinate Lookup button can be used to auto-assign the Latitude & Longitude. Latitude & Longitude
can also be added manually.

The Region will be assigned based on the Latitude & Longitude. Region includes: Continent, Coun-
try, State, City. Region is a hierarchical filter of sites that can be used on various pages of the solu-
tions such as Topologies, Dashboard, Reports, Alerts, etc.

Once a Region has been assigned, it can be removed by using the Remove Region button.
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EDIT 1sITE < LOUISVILE >
Details Address Business hours
Address Latitude & Longitude
38.25489
-85.76666
City Phone Number
Louisville
State/Province/Region Email
KY
Zip Code Region

Continent: North America — Country: United States —
State: Kentucky — City: Louisville

9 oo comras o

Site Business Hours

Business Hours can be assigned per site. These can used by Reports and Alerts for Filtering.

EDIT 1sImE < LOWISVILLE >
Details Address Business hours
Days of Week Time Zone B ost
Su @ @ @ @ @ Sa (GMT-05:00) America/Louisville

Start time End time

~ ~ ~ ~

08 . 00 AM 05 . 00 PM

v ~ v ~

Sites can also be managed in bulk by the menu icon at the top right or the Site Management page.
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Site Management View Sites.
add a I '
SITE 5 DATACENTER §  bEvices §  CONTAINSDEVICES § NO.Of CMPLOVEES §  DUSKESSHOURS © @ RANGES & eowe  ©  aomess & necon $  bescaeTion & TGS

Al Al Al
Ma-Fr| &00am atest site
Mo - Fr| 800 am
Mo Fr| 800am New description
Ma-Fr| G00am New description
Mo-Fr| B00am . Austin, Texas Austin, Texas, Uni  New description
Austria Austria, Eurcpe Ewope

beiiing Beifing, Beiing. ¢ 1891, tog2

Mo-Fr|B00am.. 192168652115,

MolB00em-5..  17250500/24
RTR_Bemingham v Mo- Fr| 6:00am . Bammingham, AL Birmingham, Al stuff
Ma - Fr| 800 am LIRRRIRI-ARE
Mo 800 am- 5. g1, tag2

Mo Fr| 800am . tagl

404 A 4 4 A 444 A

1000 we-Frj1000a Rio, R0 San Amonio, Tex. 1804

Mo-Fr|800am.. 101752018411

Ma - Fr | 800 am 1391, 1892, tagd
Mo Fr| g00am. tag1, tag3

Ma - Fr | 800 am ACRTZARRITF:] T chicaga Chicago, ilinois,

Mo-Fr| 800am . L4 china China, Asia 1ada

SCRIPTION Import/Export Sites
Geocode Sites

Reverse Geocode Regions

Selecting Import/Export Sites provides bulk management of Sites via CSV.

SCRIPTION

Geocode Sites

Reverse Geocode Regions

IMPORT/EXPORT SITES

Import Sites:
B Geocode sites

1 CSV file for import

Close

Import

* The Geocode Sites check box allows you to perform a Geocode lookup of all Sites as they are
imported via the CSV. This can take time and deselecting this box will skip this step

* Select CSV file for Import will begin the import process
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Export
* Current Sites exports a list of the exiting Site configuration for editing via a spreadsheet.

* Selecting Example Sites provides an example CSV that can be used to flesh out the Site
configuration in a spreadsheet.

* Valid Time Zones provides a CSV that list the valid syntax for time zones in the Site CSV.

Below is a view of the Example CSV File:

A B C D E F G H 1 ) K L M N (o] P Q R s T u v w
1 |Site Name|Number ofisDataCen' Site IP Ran Descriptiol Address 1 Address 2 City State Country Zip Code Latitude Longitude Phone Nur Email Days Time Zone Start Time End Time DST Tags City Short City Long I Sti
2 [required] [numerical [true or fa [comma st [up to 1000 characters] [automatit [automatically generated if left k [comma st [see list of [based off [based off [true/false [comma st [automatic do not ing [al
3 site1 25 FALSE 192.168.11.0/24 3500 W Bayshore Rd Palo Alto  California United Sta 94303 37.43411 -122.118 +1(888)88: user@live: monday,tu US/Mount 8:00 17:00 TRUE siteTagl, siteTag2, siteTag3
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Settings

The Server menu is where system specific configuration parameters are set. These include items
such as licensing configuration, reporting options, and data retention policies.

Data Source Management

Data Source defines which traffic is pre-aggregated into the Long Term Flow Store.

Settings
Q
DATA SOURCE MANAGEMENT
Configuration The data source is a flex search which determines what flow data will be pre-aggregated. Modifying this setting may
[P PR PSR affect report performance for queries of large time ranges. This setting should be modified with caution as it may
| Data Source Management : introduce performance issues

Data Store Management
FlexString: ~ wan | xcon
Device Entity Page Reports
Email Configuration R
Integrations v

Data Store Management

Data Store Management allows for the review and configuration LiveNX's database retention
polices.

Disk Overview
Disk Overview provides a summary of disk consumption by each data store.

Settings

Q
DISK OVERVIEW
Configuration
Data Source Management LOCAL/SERVER
Data Store Management ~ Available F 167.38 GB Total Disk Space: 249.88 GB

® Web Alerts Store @ Reports Store ® Web Ul Data Store @ Ot

PA-NODE © Disconnected
Device Entity Page Reports

Email Configuration
Integrations

Licensing

Nodes Data Store

Nodes Data Store provides management for the data stores used by LiveNX. From this page, reten-
tion periods, size warnings, and archive destinations can be defined. Data retention policies can be
set up for all Nodes (using default settings) or configured uniquely for each Node.
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Settings

Q

Configuration
Data Source Management

Data Store Management

b UID:
Device Entity Page Reports

Email Configuration

Integrations v
Licensing v
LiveNA Configuration

Mounted Data

Nodes

Properties v
Proxy

Reports v
Security v
single Sign On

SNMP Trap

DEFAULT SETTINGS

Are applied for all nodes that do not use custom settings

LOCAL Defaut settings applied

Available Free Space: 167.38 GB

-

e Size: 63.69 G

PA-NODE Defauit settings applied

Web Ul Data Store

LiveNX will cache some data to ensure accelerated performance for Dashboards, Notifications and
Entity pages. These data stores can be configured to cache data for 1 day, 7 days, or 1 month (default).

Settings

Q

Configuration
Data Source Management

Data Store Management

Device Entity Page Reports

Email Configuration
Integrations
Licensing

LiveNA Configuration
Mounted Data

Nodes

Properties

Proxy

WEB Ul DATA STORE

‘COLLEGTION NAME

Rows:3/3

pace: 240.88 GB

Size:14.56 GB
31968

@ pisconnected

size counT
©  000bytes

©  000bytes

© 9%10kB

Device Entity Page Reports

Device Entity Page Reports allows customization of the reports shown on the Device Page.

Settings

Q

Configuration
Data Source Management

Data Store Management

Email Configuration
Integrations
Licensing

LiveNA Configuration
Mounted Data
Nodes

Properties

Proxy

Reports

Security

Single Sign On
SNMP Trap

Syslog
Troubleshooting

Updates

DEVICE ENTITY PAGE REPORTS

REPORT LIST

Device CPU/Memory Usage

DEFAULT SETTINGS

SNMP

Display awarning when any database exceeds:

[ Automatically purge data older than:

10

Before purging, archive to:

Flow

Display a warning when any database exceeds:

[ Automatically purge data older than:

10

Before purging, archive to:

Enaineerina Console Alert

LAST PURGE

Mon Jun 03, 2019 19:57:48 (GMT -04:00)
Mon Jun 03, 2019 19:57:48 (GMT -04:00)

Mon Jun 03, 2019 19:57:48 (GMT -04:00)

Custom 0ID

Top Applications (Inbound) Appli

Top Applications (Outbound) Appl

Top DSCP (Inbound) DSCP
Top DSCP (Outbound) DSC
Top Conversations (Inbound) To

Top Conversations (Outbound)

ation

>p Conve

A
Reset now
Purge now
Reset now
Purge now
v

RETENTION PERIOD.

Al
1 month
1 month

1 month

REPORT DETAILS
- Report Name *
] Device CPU/Memory Usage
& .
Execution Type
1 Time Series
@
@
@
@
+

Reset to Defauit

Device Entity Page Reports
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Below is an example Device page that could be modified by these settings:

Sites > Louisville > Device: RTR_Louisville Age 06, 2021 09:35:00 = Apr 06, 2021 095000 15Min ~ T

(@) ™ 100% 2 46 0o = >

— 1P Address: 10.100.51.10 Curent Flows Availability Interfaces WAN Application Active Alerts
P T e e e e e e I o
i - I
N I
| Device Details w I %
i I
1 ! -
|| Device CPUMemory Usage ~ |
1 I
| ! g
. = |
I =
| I
i | wes
N I
V|| e I
! i
I
, i
i I
N I
' " !
: i
|
I Q m & '
! 1
i
S S 2 S I
! LTk L) EE | RTR Louisville
1 -— CPU Usage ™ &% I
I
| - memoryusage 168 168 ;
I
i I
1 I
I
, i
1| Top Applications (inbound) s |
I
, i
i I
\ _ i
1 - I
s 1
g
BIR- | @ orical @ waming @ Good @ PolingDissbied @ WA
I -

Updates allow you to manage system updates.

Settings

Q
UPDATES
Integrations v
Licensing v Information

LiveNA Configuration LatestVersion:  Nodata curentversion: - View All Versions

Mounted Data
Online Update Offine Update
Nodes

Properties o () Note: Enter server upgrade package URL from: hitps:/cloudkeys liveaction com/downloads

Proxy Upgrade Package URL *
Reports v
Security v
Single sign on
SNMP Trap
Syslog
Troubleshooting v
CPU Profiing
Heap Dump
Logs
Packet Capture
Upload History

User Activity Tracking

From the Online Update tab, enter the full URL of the update package and click Start Update.

LiveNX will download the upgrade package from the liveaction.com website, install it, and reboot
the system.
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UPDATES

Latest Version Current Version

Note: Enter server upgrade package URL from:

Upgrade Package URL

2120

If required, the Offline Update tab allows for manual upload of the upgrade packet to the LiveNX

server.

UPDATES

Latest Version Current Version

Note: Download update file from

Select update file

Email Configuration

2120

Choose File

Email Configuration provides SMTP configuration parameters for LiveNX to integrate with an exter-

nal email server.

Settings

Q

Configuration

Data Source Management

Data Store Management v
Device Entity Page Reports

Integrations

Licensing

LiveNA Configuration

Mounted Data

Nodes
Properties v
Proxy
Reports v

EMAIL CONFIGURATION

SMTP Server
Host Name *
smip.office365.com
Login Required

Security
LS

Email Settings

Sender Address *

jmathew@liveaction.com

Port *

Sender Name

web-nightly

Delete Test

Email Configuration
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Integrations

LiveNX can optionally interact with external solutions to enrich its data and provide Alert messaging
to external systems. Configuring the connections to these external systems is done via Integrations.

Settings

Q

Configuration

Data Source Management
Data Store

Device Entity Page Reports

Email Configuration

Licensing v
LiveNA Configuration

Mounted Data

Nodes

Properties v
Proxy

Reports v
Security v
Single Sign On

SNMP Trap

Syslog

Troubleshooting

Updates

Cisco APIC-EM/DNA-C

LiveNX can connect to an external Cisco APIC-EM or DNA-C environment to:
* Discover Inventory

* Cross-launch to Client 360

* Cross-launch to Device 360

* Health Score and Issues List

From the Cisco APIC-EM/ DNA-C tab, enter the Hostname, Username and Password and click Sub-
mit.

Settings

ADD CISCO APIC-EM / DNA-C

Hostname *

Dala Store

Device Entity Page Reports

Email Configuration Username

' .
| Ciso APIC-EM/ DNA-C | Password
|

Licensing

Once connected to APIC-EM/ DNA-C, the integration status will show as Connected.
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CONFIGURED CISCO APIC-EM / DNA-C

CONFIGURATION
Hostname 100.119.104.241
Username admin

i status  eComeced |
s ]

If desired, use the Discover button for LiveNX to import APIC-EM/ DNA-C's inventory for device dis-
covery.

CONFIGURED CISCO APIC-EM f DNA-C

CONFIGURATION
Hostname 100.115.104 247
Username admin
Status @ Connegted

- 3

Devee Management s

1 ST DEICES
Addd AN Devices Q

DO A s mm & wmma 5 wasoens 5 oo & woon 5wt 5 e
135508 FOOQUESQIND FOOMISERS . 1042078 (=" Chaen Canaher 650 Serbes S LocalServr )
13308 FOCIEATILA FOCI TOIVEA. 1043070 tneo Cinco Cashyit M50 Savies B Licalrberer )
A1:3850me FOWRO1600TK 04215 [ e Canatyt 50 Series B LocaServer 0
LSO FEWIBCITR 10420058 (= Chice Cansh M0 Serbes B LocalServr 2
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Once DNA-C is integrated with LiveNX, from the SD Access Traffic Assessment Story, click on a Cli-
ent IP/ Username to cross-launch to DNA-C's Client 360 view.
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Once DNA-Cis integrated with LiveNX, the Site view will include % healthy devices and issue count.

©  Saed s Site: S1C_Campus

Bt 06, 2018090500 — Jun 06, 2 Hour v
- @ Last 15 minuies
- SIC_Campus 67 54 D.
I. AU eed +
- Importance: Unapacified s [ WA Appicasony o
B [0}
LM =1 | s Ut Fores Gt mrmee 1175 ®
+
s _ A e
} - AR50 Lt e,
g 1%
i
i
]
) 0 1040 1048 1080 18 1140 1188 110 s 1w s " i
o - [ |
Legend ©  OSCPC  TowlFlows T TomslByess  TotslPackets O AvergeBitfswe s AvernpsPacketRals T Pesk B Rute T Pesk Packe Rats O
- o a3k 13568 14871998 195 Mbes 297,61 pos 434 Mibos Sadppe Pty i = CHTIA Do
- s Mo 188 ME "I 4187 tpe MaBp  S405KIg weee L T e |
- e var a13u8 anpsz 918 Kbos 11.25 pps 4,08 Kbps $pe | T
-— 24 (Cs3) 138 157.00 KB 308 035 0bpa QU9 pps S08 bea Opps
- 16 (C52) S04 B KE 558 004 e 015 pos e g Opps
4(C57) i SEINE 128 0.02 Kbgs 0.03 pps 24 bps Opps Lot et
D270 ot o
AN DSCP [Chbound) 2 L] e
- AMLTEMOWACT  ape0Onsdslabiom 0 e
= AR b A

9t )

@ Crtesl @ Woming @ Giod Unreschable @ Poling Disabled @ Mok

Integrations 65



LiveNX Operations Dashboard Admin Guide

Additionally, the device summary view will include device health score and issue count.

Shes » See: S1C_Campus
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Finally, the Device view includes the device health score and issue count. Click link to cross-launch

to Device 360 view.

Sives » Cisco Systern Inc > Device: IE-ASR1001HX-1

- IE-ASR1001HX-1
Lt Gos

100%

5

21

Health Score: 3 lssue Count: 0
Device CPU/Memery Usige
»
1
Ligend & Name foy Pk
_— CPUUsage % %
. Memory Ussge 19 0%
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ccccc

Device 360

®  Router IE-ASR1001HX-2.5da-lab.com

~ lssues (5)

ServiceNow

LiveNX can integrate with ServiceNow for forwarding its Alerts as either Incidents or Events.

From the ServiceNow tab, enter the Hostname, Username, Password, and choose the Integration

type.
a

Configurstion

Data Source Management

LiveNa Configuration

CREATE SERVICENOW CONFIGURATION

Hostname *

Usemname *

Password *

Integration type
O Incident
Event Management Flugin-

Once connected, the Status will show as Connected.

CONFIGURED SERVICENOW
Hostname GaPEARRS service-now.com
Username admin
Integration type Incident
lStatus @ Connected ‘
Recheck Status General Settings

Each ServiceNow implementation can be highly customized. To ensure LiveNX can deliver its alerts
in the best possible format, many settings can be defined on either a global or per alert basis.
Global ServiceNow settings will be applied to all alerts that are forwarded by LiveNX to ServiceNow.
Per-alert settings only apply to the unique alert and will override any global settings. To customize
the global implementation, click General Settings.
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CONFIGURED SERVICENOW

Hostname
Username
Integration type
Status

Recheck Status

GOPEHIRS service-now.com

The LiveNX alert description can be forwarded to any free text field available in the ServiceNow
implementation.

LiveNX will poll ServiceNow, learn the potential options, and provide a picker to choose the field
that bests serves the implementation.

Integrations » ServiceNow global settings

SERVICENOW GLOBAL SETTINGS

‘ServiceMow peneral seftings will affect allalert ypes. ¥ou can overmide input fuids per alert on
page.

T T s
| LiveNx alert description \
I I
| This fieid wit cisplay LiveNX alert description instead of custom value. I
I I
| Simd LivaNX shert Seseripion ts. |
i i
I I

I

Approvs Consetiype
Catogory Upon apgeamal
Dalabase

Suscategery upon reject

The Default ServiceNow values will provide a list of the available parameters that were discovered
by LiveNX.

These selected value(s) will be applied to all LiveNX alerts, unless they are overridden by per-alert
settings.

The screenshot below provides an example of the Default ServeNow values. These could be differ-

ent in each network, so more or fewer options may be presented.

tegrations > ServiceNow global s

SERVICENOW GLOBAL SETTINGS

ServiceMow peneral seftings will atfect allalert types. ¥ou can overmide inpt fuids per alert on
page.

Liveh alert description
Wi feid willdisplary LiveNX alert description estead of curstom value

‘S LiveNX alert escription bs

Approvs Consetiype
Catogory Upon apgramal
Dalabase

Suscategery upon reject

ServiceNow Per-alert settings can be adjusted withing each alert’s Sharing configuration.
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Sharing

Email

test@test.com x X

B3 ServiceNow P

Default ServiceNow settings set on Global settings page. You can
override individual settings below.

Category
Database

o

Subcategory
DB2

Add value to override

B webul

Syslog

LiveNCA

LiveNX can provide cross-launch capabilities to LiveNCA. LiveNCA is a partner product that provides
comprehensive network configuration and change management (NCCM), configuration backup,
restore, and audit capability.

Settings

Q

Configuration

ADD LIVENCA
Data Source Management
Hostname *
Data Store
Device Entity Page Reports

Email Configuration

Integrations A

Licensing v

From the LiveNCA tab, provide the full URL to the LiveNCA server and click Connect.

EDIT LIVENCA

Hostname *

https://10.100.155.150

ca ncel m
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After a browser refresh, the LiveNCA button appears in the top left of the window.

H LiVEACtion“ NX LiveNCA

Click LiveNCA to open the LiveNCA login page in a new browser tab.

2 A OThirdEye
/I & ye
| = R NP —

& \ pN—

| e\l Login L 4

% - .
\ > >

“%
»
[

/

Cisco ISE

The Cisco ISE tab can be used to integrate LiveNX with Cisco ISE and PXGRID. This allows for identi-
fying users in Flow reports based on IP address to username mapping.

Settings
Q

Configuration CONFIGURE CISCO ISE CREATE NEW PXGRID USER
Data Source Management
Hostname Hostname +
Datastore
Device Entity Page Reports.

Email Configuration PXGrid Username *
“ PXGrid Usemame *

Integrations ~

Password *

Licensing v

Cisco ISE and PXCGRID must be configured to support this integration.

From Cisco Identity Service Engine Go to Administration > pxGrid Services > Settings and select
Allow password based account creation, and then click Save.

el Identity Services Engine Home » Context Visibility » Operations (WOl ~ Administration » Work Centers

» System  » Identity Management  » Network Resources  » Device Portal Management = pxGrid Services ~ » Feed Senvice  » Threat Centric NAC

All Clients Web Clients Capabilities Live Log Seftings Certificates

PxGrid Settings

[] Automatically approve new certificate-based accounts

[ .6

: Allow password based account creation |

Use Default

From the Cisco ISE tab, configure the ISE IP address or hostname and enter a pxCrid username.
When finished, click Create (LiveNX will utilize pxCrid northbound API's to create the new user
account).
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CONFIGURE CISCO ISE CREATE NEW PXGRID USER

Hostname * Hostname *

PXGrid Username *

h
! H
! 1
| '
' i
' '
! 1
! |
! |
1 '
' |
' |
| 1
! |
: :
! PXGrid Username * H
1 i
' '
! 1
! |
! |
1 '
1 |
| H
Password * ! H
' H
! 1
| '
' |

Once the ISE user is created successfully, the auto generated password is displayed.
* Required: Copy the password and save it for future use.

* Required: Do Not Click Connect

* The user must first be approved from the Cisco ISE admin portal.

CONFIGURE CISCO ISE CISCO ISE USER
HOSTNAMES * Hostname 10.4.250.221
PXGrid Username liveaction
| password LExGUU2IBRWXULCS @ |
; i

PXGRID USERNAME *

Create New User Connect
PASSWORD *

From Cisco ISE admin portal, navigate to Administration > pxGrid Services and select the newly cre-
ated pxCrid user.

* Click Approve to approve the user.

- |dentity Services Engine Conte: y » Operations » P 1 e vaming A

» System  » Identity Management  » Network Resources Device Portal Management n
1 Click here to do wireless setup Do not show this again

All Clients Web Clients Capabilities Live Log Seflings Certificates

R
SEEe O'”"*“l_@‘“’""’_!ue""” W0edne  Qekete v GRefresh | Total Pending Approval(t) 1selecteditem  1-120112  Show 25 = perpage Page |1 =

a Client Name - Client Description Capabilities Status Client Group(s) Auth Method Log
0O » se-mntse222 Capabilties(2 Pub, 1 Sub) Onine (XMPP) Administrator Certificate View
O » se-fanout-se222 Capabilties{0 Pub, 0 Sub) Onine (XMPP) Certificate

O » se-admin-se222 Capabitie b, 1 Sub) Online (XMPP) Administrator Certificate

(i 2 ise-bridge-se221 Capabilities{0 Pub, 5 Sub) Onine (XMPP) Administrator Certificate

O » se-mntse221 Capabilties(2 Pub, 1 Sub) Online (XMPP) Administrator Certificate

O P e-admin-se221 Capabilties(5 Pub, 2 Sub) Onine (XMPP) Administrator Certificate

O » sefanout-se221 Capabities{0 Pub, 0 Sub) Oniine (XMPP) Administrator Certificate View
O » ise-pubsub-se221 b, 0 Sub) Online (XMPP) View
(] P se-pubsub-se222 , 0 5ub) Offine (XMPP) View
e acon T T T T T T T Tlgwbmesobub, 05u) | pendng B Userliame/Password View
DT Sezidmcntg Capabites(0PuD, 35ub) Onine GOPP) sesson  Cemfate View
O » se2n1 Capabilties(0 Pub, 0 Sub) Offine (XMPP) Session Certificate View

Validate the new user is Online.
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~ Administration

» System  » Identity Management  » Network Resources  » Device Porial Management | pxGrid Senvices = » Feed Senvice  » Threat Centric NAC
Click here 1o do wireless setup Do not show this again.

All Clients Web Clients Capabilities Live Log Settings Certificates
—_—

o Enable @ Disable Approve @ Group Wi Dedine Jpeete ~ @ Refresh  Total Pending Approval(0) v 1-120f12 Show [25 +| perpage  Page
O Client Name Client Description Capabiities Status Client Group(s) Auth Method Log
0O » se-mntse222 Capabilties(2 Pub, 1 Sub) Oniine (XMPP) Administrator Certfficate View
O P se-fanout-se222 Capabities(0 Pub, 0 Sub) Online (XMPP) Certificate View
O P seadmin-se222 Capabilties(3 Pub, 1 Sub) Online (XMPP) Administrator Certificate View
O P se-bridge-se221 Capabiities(0 Pub, 5 Sub) Onine (XMPP) Admnistrator Certificate View
0O » semnt-se221 Capabiities(2 Pub, 1 Sub) Oniine (XMPP) Administrator Certficate View
O P seadmin-ge221 Capabilties(S Pub, 2 Sub) Online (XMPP) Administrator Certfficate View
O » se-fanout-se221 Capabilities(0 Pub, 0 Sub) Onine (XMPP) Administrator Certificate View
O » ke-pubsub-se221 Capabiities(0 Pub, 0 Sub) Oniine (XMPP) Certfficate View
O P se-pubsub-se222 Capabiities(0 Pub, 0 Sub) . DOffine (xmpp) Certfficate View
0O P weaction Capabilties(0 Pub, 0 Sub) l. 9nﬂe Sxﬁpl J. Basic UserName/Password View
ar se221-dnac-intg Capabilties{0 Pub, 2 Sub) Online (XMPP) Session Certificate View
O » se221 Capabilties(0 Pub, 0 Sub) Oniine (4PF) Session Certficate View

From the LiveNX Cisco ISE Integration page, click Connect to connect the newly created user to the
Cisco ISE host.

CONFIGURE CISCO ISE CISCO ISE USER

HOSTNAMES Hostname 10.4.250.221
PXGrid Username liveaction
Password Ltx6UU2tBRWXULCS (7]

PXGRID USERNAME *

PASSWORD * I

The Cisco ISE status displays as Connected.

|
@ Cisco ISE configuration has saved x |
1 successfully.
|
CONFIGURED CISCO ISE CREATE NEW CISCO ISE USER
Hostname 10.4.250.221 HOSTNAME *

PXGrid Username liveaction

Status o Connected | PXGRID USERNAME *

' -}

Usernames learned from ISE will now appear in LiveNX reports.
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s View Reports Create Agvanced Report ]
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Cisco SD-WAN

The Cisco SD-WAN tab provides integration to Cisco vManage. In Cisco SDWAN environments,
LiveNX will poll vManage for SDWAN alerts, configuration and tunnel statistics.

Settings

Q

Configuration

Data Source Management

Data Store

Device Entity Page Reports

Email Configuration

Integrations ~

Cisco APIC-EM / DNA-C

Licensing v

LiveNA Confiauration

ADD CISCO SD-WAN

Connection Settings

Hostname * Usemame * Password *

Bypass Proxy
Additional HTTP Header

Add HTTP Header

To integrate LiveNX to vManage enter the vManage hostname or IP address, set the username and

password, and click Save.

If required, and a proxy is required to connect to vManage, click Add HTTP Header and enter the Key
and Value. When finished, click Submit.
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ADD CISCO SD-WAN

Connection Settings

Hostname * Username * Password *

Additional HTTP Header

Key * Value * © Plain Text Base64

ai

Once LiveNX has established a connection with vManage, the Status shows as Connected.

LiveNX can import cEdge and vEdge router inventory from vManage.

CONFIGURED CISCO SD-WAN

Hostname: 198.18.1.10

Username: admin

Status: ! ® Connected
EDIT DELETE

To begin this process, click Discover.

CONFIGURED CISCO SD-WAN

Hostname 198.18.1.10

Username admin

Status ® Connected
EDIT DELETE

Enter the IP address(es) of interest in the Specify IP Ranges field to define the IP range of SD-WAN
devices LiveNX will discover from vManage. These device's management |[Ps must have connectivity

to LiveNX.
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DISCOVER DEVICES

1. What to scan 2. SNMP Settings 3. Node

i
i O SPECIFY IP RANGES CISCO SD-WAN TO LIVENX SITE MAPPING

198.18.134.100-106 Map the site IDs for SD-WAN devices to LiveNX sites

Sites Mapped: 0

Add More Set Mapping

Save & Next

LiveNX Sites and vManage Sites are defined differently. To ensure vManage sites are accurately
mapped to LiveNX sites, click Set Mapping.

DISCOVER DEVICES
1. What to scan 2. SNMP Settings 3. Node
(O SPECIFY IP RANGES CISCO SD-WAN TO LIVENX SITE MAPPING
198.18.134.100-106 Map the site IDs for SD-WAN devices to LiveNX sites
Sites Mapped: 0

i 1
i i

Add More , Set Mapping i
1

Save & Next

cancel m

The Cisco SD-WAN Site Mapping modal appears.

CISCO SD-WAN SITE MAPPING
To view the site IDs for SD-WAN devices, go to vManage > Configuration > Devices
Sites marked as "New” will be created only if a device(s) with the matching site ID is found.
Click here to download an example CSV file
Add Import CSV File

SD-WAN SITEID LIVENX SITE NAME NEW LIVENX SITE

Al A

No Data

cency m

To add an individual site, click Add.
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CISCO SD-WAN SITE MAPPING

To view the site IDs for SD-WAN devices, go to vManage > Configuration > Devices
Sites marked as "New" will be created only if a device(s) with the matching site ID is found

Click here to download an example CSV file
A i
! Add |,  ImportCSVFile
i I
b i
SD-WAN SITE ID LIVENX SITE NAME NEW LIVENX SITE

All v

No Data

Enter the SD-WAN Site ID and LiveNX Site Name and click Add.

EDIT SITE MAPPING

SD-WAN SITE ID LIVENX SITE NAME

100 DC1-San-Jose

e 120

Repeat for all SD-WAN Site ID’s and LiveNX Site Names to be added into the system.
When done, the site mapping is listed.
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CISCO SD-WAN SITE MAPPING

To view the site IDs for SD-WAN devices, go to vManage > Configuration > Devices
Sites marked as "New” will be created only if a device(s) with the matching site ID is found.

Click here to download an example CSV file

Add Import CSV File Edit Delete
SD-WAN SITEID LIVENX SITE NAME MEW LIVENX SITE
)-WAN Site |D veNX Site Name All v
100 DC1-San-Jose
200 DC2-RTP v
300 Branch1-Miami
400 Branch2-Chicago
All rows 4

Cancel m
If desired, sites can also be added via CSV file. Click Import CSV File to import a CSV.

CISCO SD-WAN SITE MAPPING

To view the site IDs for SD-WAN devices, go to vManage > Configuration > Devices
Sites marked as "New” will be created only if a device(s) with the matching site ID is found.

Click here to download an example CSV file

1
1
Add : Import CSV File :
]
1
l e mmmmm e 3
SD-WAN SITEID LIVENYX SITE NAME NEW LIVENX SITE
Al e
100 DC1-San-Jose
200 DC2-RTP '
300 Branch1-Miami
400 Branch2-Chicago 7
All rows 4

Below is an example CSV.
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il vManage Side ID LiveNX Site Name
yAll [You can use Configurations > Devices at Cisco vManage console to get Side ID's] [required]

3 100 DC1-San-Jose

4 200 DC2-RTP

5 300 Branchl-Miami

6 400 Branch2-Chicago

Note The example file also includes the existing LiveNX site(s) already defined in LiveNX.
These sites can be associated with Cisco SD-WAN (Viptela) site I1D's.

If there are any invalid entries in the .csv file, the rows will be ignored.

When ready, click Save & Next.

DISCOVER DEVICES

2. SNMP Settings 3. Node

() SPECIFY IP RANGES CISCO SD-WAN TO LIVENX SITE MAPPING

198.18.134.100-106 Map the site IDs for SD-WAN devices to LiveNX sites

Sites Mapped: 0

Add More Set Mapping

,,,,,,,,,,,,,,,,,,,,

The SNMP Settings tab appears. Select the desired SNMP credentials for LiveNX to monitor these
SDWAN devices.

Note: Easy onboarding via APl integration to vManage and the SNMP polling of the devices are sepa-
rate processes. If the SNMP settings are incorrect or if LiveNX does not have connectivity to the
devices via SNMP — the devices will show up as gray or unreachable.

When ready, click Save & Next.

DISCOVER DEVICES

1. What to scan 2. SNMP Settings 3. Node

© DEFAULT SNMP CONNECTION SETTINGS

SNMP Credential Storage Configuration Page

ENTER SNMP CONNECTION SETTINGS FOR THIS DEVICE

Back 3 Save & Next

Cancel Discover

The Node tab appears. From the Specify Node picker, select the LiveNX Node that will monitor
these SDWAN devices. When ready, click Discover.
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DISCOVER DEVICES

1. What to scan 2. SNMP Settings 3. Node

SPECIFY NODE

Local/Server

Back

‘
‘ ‘
| ‘
corcel | R
| ‘
‘ ‘

The Device Management page appears and displays the discovery progress log.

Device Management

My Devices (1) My Interfaces (5)

DISCOVERY LOGS: — 1/9

The devices discovered from vManage appears on the LiveNX Discovered Devices tab.

Device Management Credential Store View Devices Add Non SNMP Device
My Devices (0) My Interfaces (D) Discovered Devices (7)
1 SELECT DEVICES Devices: 7 Interfaces: 38
Add All Devices Edit Selected: 7 Q
DEVICE s sEmaL & 1P ADORESS s vewoor s wmoomL 2 mooE S INTERFACES 2

1BBGECHS 198.18.134.104 Viptela vedge-cloud Local/Server ]
ABTO9F71 198.18.134.105 Viptela wvedge-cloud Local/Server 6
9EBSS6D6 198.18.134.106 Viptela vedge-cloud Local/Server 5
EED8F743 198.18.134.100 Viptela vedge-cloud Local/Server 5
BO2445F6 198.18.134.101 Viptela vedge-cloud Local/Server 5
A4222EFSF 198.18.134.102 Viptela vedge-cloud Local/Server 5
D 1CASTAE3 198.18.134.103 Viptela wvedge-cloud Local/Server 5
Alows 7

Adding these discovered devices to the LiveNX inventory is now identical to device discovery of any
other SNMP monitored device.

If desired, select the devices and click Edit to set or override the device site name, group and polling
settings.

If desired, click Select Interfaces to define which interfaces LiveNX should monitor on these SDWAN
devices. Or, to use the default learned settings, click Add All Devices.
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Licensing

License Configuration is used for managing the system’s license. This can be done using the LiveAc-
tion’s cloud licensing portal or via a traditional license file supply by LiveNX Support.

Settings

Q

Configuration

Data Source Management
Data Store Management
Device Entity Page Reports
Email Configuration
Integrations

Cisco APIC-EM / DNA-C

Expiration Notification

LiveNA Configuration
Mounted Data
Nodes

Properties

Proxy

Reports

v

LICENSE CONFIGURATION

Description

Internet access is not a must

Licenses can also be managed with the Management
Console

LiveNX

‘Compatible version: 21.1,21.2,21.3,21.4,215

License expires: Jul 07, 2025 02:59:59 EDT (GMT-04:00)
License issue date: Jul 07,2015 20:00:00 EDT (GMT-04:00)
License number: LiveAction-Web-Clark

License type: Permanent

pi No
Maximum number of devices: Unlimited
Maximum historical data: No limit
Status: License OK

Technology modules: LiveNX QoS, LiveNX Flow, LiveNX
Routing, LiveNX IP SLA, LiveNX LAN

(Cloud Monitor

Maximum number of Cloud Entity Count (CEC): N/A

LiveUX

Maximum number of agents supported: N/A

LiveNX License type
Cloud Traditional
Actions

Change License

Deactivate License

When using LiveNX for the first time, a license must be applied. It is recommended to use the cloud

license portal.

To apply a cloud license, from the Cloud section of the Licensing page, click Add License.

Settings

Q

Licensing
License Configuration

Proxy

LICENSING

Cloud
Requires intemet access

Online license management

| already have a license key and secret
----------- '

Register for a cloud license account and obtain a
14 day trial license.

Use Trial License

Supply the license Key and Secret and click Next.

Traditional
Internet access is not a must

Licenses can alsc be managed with the
Management Console

| already have a license file

Add License
Use the 14 day trial license bundled with the
installation.

Use Trial License

Note The key and Secret can be found from the LiveAction Licensing Portal.
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ADDING CLOUD LICENSE

ADDING CLOUD LICENSE

Log into your LiveAction Licensing Paortal account 10
obtain the key and secret for your license.

Review the license’s details and click Yes.

Are you sure you want to activate this license?

Compatible version :

License number :

License type :

Maximum number of devices :

Maximum number of agents
supported :

Maximum number of Cloud Entity
Count (CEC) :

Maximum historical data :
Technology modules :
License issue date :

License expires :
Maintenance expiration date :

Status :

9.0,9.1,92,93,94,95211,212
a0f2G00000ISITT

Permanent

100

2

No limit

LiveNX QoS, LiveNX Flow, LiveNX Routing, LiveNX IP SLA, LiveNX LAN
Oct 21, 2020 00:42:00 PDT (GMT-07:00)

Nao expiration

Oct 21, 2025 00:42:00 PDT (GMT-07:00)

License OK

Back

No

Yes

The license will be applied and LiveNX will be ready to use.
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LICENSING

Description LiveNX License type

Requires internet access m Traditional

Online license management

Requires WebUI available via All-in-One OVA to manage

licenses Actions

Change License
LiveNX
Compatible version : 9.0,9.1,9.2,9.3,9.4,9.5,21.1,21.2 Refresh License

License number : a0f2G00000ISITT
License type : Permanent Deactivate License
Maximum number of devices : 100 devices

Maximum historical data : No limit

Technology modules : LiveNX QoS, LiveNX Flow, LiveNX

Routing, LiveNX IP SLA, LiveNX LAN

License issue date : Oct 21,2020 00:42:00 PDT (GMT-07:00)

License expires : No expiration

Maintenance expiration date : Oct 21, 2025 00:42:00 PDT

(GMT-07:00)

Status : License OK

If necessary, a Traditional license file can also be used. This can be supplied by LiveAction Support.

To add a Traditional license, from the Traditional section of the Licensing page, click Add License.

Settings
Q Searct
LICENSING
Licensing ~
License Configuration
Proxy
Cloud Traditional
Requires intemet access Internet access is not a must
Online license management Licenses can also be managed with the
Management Console
| already have a license key and secret
| already have a license file
*********** '
[ ] |
| Addlicense |
i
e s
Register for a cloud license account and obtain a
14 day trial license, Use the 14 day trial license bundled with the
installation.

Use Trial License
Use Trial License

The Adding Traditional License modal appears. Browse to find the “ key” license file supplied by
LiveAction Support and click Next.

ADDING TRADITIONAL LICENSE

Upload Your License File

LiveAction-9.0-EXT-D100-210904 key
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The license will be applied and LiveNX will be ready to use.

LICENSING

Description

Internet access is not a must

Licenses can also be managed with the Management
Console

LiveNX

Compatible version : 21.1,21.2,21.3

License number : LiveAction-Web-Clark

License type : Permanent

Maximum number of devices : Unlimited

Maximum historical data : No limit

Technology modules : LiveNX QoS, LiveNX Flow, LiveNX
Routing, LiveNX IP SLA, LiveNX LAN

License issue date : Jul 07, 2015 20:00:00 EDT (GMT-04:00)
License expires : Jul 07, 2025 02:59:59 EDT (GMT-04:00)
Maintenance expiration date : No maintenance

Status : License OK

Cloud Monitor

Maximum number of Cloud Entity Count (CEC) : N/A

LiveUX

Maximum number of agents supported : N/A

LiveNX License type
Cloud Traditional
Actions

Change License

Deactivate License

License Expiration Notification can be used to send an email for notification of impending license
expiration.

Settings

Q

Configuration

Data Source Management

Data Store Management v

Device Entity Page Reports

Email Configuration

Integrations

Cisco APIC-EM

0 ISE

LiveNCA
ServiceNow

Licensing

DNA-C

LiveNA Configuration

LiveNA Configuration

LICENSE EXPIRATION NOTIFICATION

Enter email(s) to get notifications. You will be getting daily
notifications starting 10 days before license expiration.

Email

LiveNA is a big data AlOps platform that applies machine learning and heuristics to LiveNX datasets
for advanced anomaly detection, predictive analytics for deeper network understanding.

Its role in the LiveAction portfolio is to provide “expert in the box” insights. It accomplished this by
baselining and trending what is normal in a network, detecting anomalies, and correlating events for
deeper network and application performance insights.
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LIVENA CONFIGURATION

v

To Integrate LiveNX to a LiveNA, click Connect LiveNA.

LiveNA

Add the LiveNA Hostname, Port, and APl key and click Submit.

CONNECT LIVENA

Hostname *

Port *

API Key *

Cancel

After the LiveNA connection has been established, LiveNA will need to be configured with which
devices in LiveNX's inventory it needs to monitor. To add devices for LiveNA to monitor, from the

Monitored Devices tab click Add.
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LiveNA Information

Hostname: 172220110 Port: 34524 Version: 21.1.0-20210205-3253651 Status: @ Connacted

The Add Devices modal appears, select the devices of interest and click Add.

ADD DEVICES
Q
DEVICE NAME & | smE {  REGION & TAGS -]
IWAN-BR_INET liveaction.cisco.... Tokyo Tokyo iwan, IPSLA
IWAN-BR_MPLS liveaction.com Tokyo Tokyo
IWAN-Br1_Sydney.liveaction.com Sydney Sydney
IWAN-DC-MC liveaction.com Tokyo Tokyo

Rows: 4 /4 Selected: 4

The selected devices appears on the Monitor Devices tab.
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Status: @ Connected

LiveNA Status
Hostname: 172.22.0.110 Port: 34524 Version: 21.2.1-20210429-30a5f10
Add Import SNMP Data

DEVICE NAME

IWAN-BR_INET liveaction.cisco.com
IWAN-BR_MPLS liveaction.com
IWAN-Br1_Sydney liveaction.com

IWAN-DC-MC liveaction.com

Rows: 4 /16

Tokyo
Tokyo
Sydney
Tokyo

¢ REGION

Tokyo
Tokyo
Sydney
Tokyo

Monitored Applications

Q

IPSLA, Cisco RTRs, Cisco, iwan
mpls, Cisco RTRs, Cisco
Cisco RTRs, Cisco

Cisco RTRs, Cisco

The Import SNMP Data button can be used for LiveNA to query and import any relevant historic
device data that is available from LiveNX. This will allow LiveNA to immediately provide value for
SNMP use cases as it can learn and trend the patterns of this historic data.

LiveNA Status

Hostname: 172.22.0.110

Port: 34524

Version: 21.2.1-2021042

Add I

DEVICE NAME ™

IWAN-BR_INET liveaction.cisco.com
IWAN-BR_MPLS liveaction.com
IWAN-Br1_Sydney.liveaction.com

TWAN-ROME livaastinn ram

¢ smEe
N Tokyo
'
™, Tokyo
N
%, Sydney
N,
Thilaun
A{\

IMPORT SNMP DATA

You are about to import SNMP data from LiveNX. All previous LiveNA data

will be overwritten.
Are you sure you want to proceed?

Import data for selected time range:

90 days

Cancel

=1

By default, LiveNA will learn and monitor the top 100 application on the devices it is monitoring.
This is based on network utilization. These top 100 could change over time. To ensure LiveNA resid-
ually monitors key applications of interest, Application Groups can be added to the Monitored
Applications tab. These will be monitored in addition to the auto-learned top 100 applications. To

add an Application Croup, from the Monitored Applications tab, click Add.
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LiveNA Information

Hostname: 172220110 Port: 34524 Version: 21.1.0-20210205-3253651 Status: # Connected

The Add Applications modal appears and lists the Application Groups defined in LiveNX. Select an
Application Group and click Add.

ADD APPLICATIONS
Q

APPLICATION GROUP & | APPLICATIONS el

[
pop3-group pop3, secure-pop3d =
instant-messaging aol-protocol, gtalk-chat, irc, ntalk, kakao-talk, secure-irc, cuseeme, msnp, fring, w...
prm-group prm-nm, prm-sm

E  ipsecgroup ipsec, isakmp
terminal uucp-rlogin, secure-telnet, ssh, nextstep, login, 914¢/g, supdup, nest-protocol, ha...
vnc-group vne, vac-http
peer-to-peer waste, filetopia, soulseek, tomatapang, goboogy, manalito, perfect-dark, pando, ...
oracle-group oracle, oracle-bi, oracle-ebsuite-unsecured, oraclenames, oraclenet8cman, oracl
kerberos-group kerberos, kpasswd
amazon-group amazon, amazon-s3, amazon-cloudfront, amazon-ec2, amazon-instant-video, a... -

The selected Application Groups will be listed on the Monitored Applications tab.
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LiveNA Information
Hosiname: 172220110 Port: 34524 Version: 21.1.0.202102053253651 Status: @ Connected
Monitor
A Q

etworkservice texas, heng, hamachi,icmp, egp, vid,tacnews, cooativepartns, mobilipma, rap, sur, ster, amanda, keyplolan, profile, any-host-intermal, apc-powerchute, an, cenpart, gensad-mus, dgp, woridifusion, codbp-alt, compag:pees, uis, set, 5cps, statistical pp, denmeas, idps, (WETOS, ivee-mns, uimpsd, bap, clsce-
susovigeo At Tacetime, dmp, rSVD._funnel, Shozkwave, Bpsifeam, tpip, adobe cannect, ficp, aifplay, 1BEZparimap, sBow, dnp, 1Tsp, webT1c-videa, eiSeo-ty, Web11c. MQOp, SUdio-Over-Ip, NSSIes, UpS, ItUnes Media, 281100, NZ25, netsnow, MSps, NENVT)-Uaceroute, Mpeq2-ts, netfi, viber, Cisco ip-camers, sip1s, date
51003, cotimtp

otalk, glak-chat, glalk-f, gtalk-video, glalk-voip

IMathewCustom
brighttalk, hotmail, ms-dynamics-crm-aniine, quic, instagrarm, tianya, s fles, bwitch-v, nate-com, wikia,bed,retaiimenct, mail g ma, pricedine-com, goodreads, california-gov, vecacr, windaws-azure,imdo, bc, maiichimp, github indiegogo, dangaang, nbcnews, amesa, htip-locanet, hostgatar, ety

glakgroun
weo
fleserver activesync, sif-u, pftp, Ib-repica, cvsup, sfpovertcp, 55t backup-service, softros-messengerf, cifs, 1Cp, LUcp Path, Connected-backup, prospero, MMp, saM, smartpackets, xact-backup, zannet, novastorbakcup, binary-over-htt, rsym, Crashplan, fatsery, apeware, i, lockd, rematels, adobe-services, net
fringgroup i, Hie-vides, riogrwcip

Fows: 878

The Edit Data Source button allows customization of which interfaces LiveNA will monitor for its
baselining and predictive use cases.

ittt '
| Edit Data Source Delete Configuration Recheck Status Edit Connection
1

View Device Management

EDIT DATA SOURCE

WAMN interfaces provide data by default. Also, you can select interface and
service provider tags to provide data to LiveNA.

O WaN WAN and XCon

Interface tags
Service provider tags

Cancel

The Recheck Status button ensures LiveNX is in sync the latest health of LiveNA.

I ]
I i
View Device Management Edit Data Source Delete Configuration 1 Recheck Status : Edit Connection
I
b y
[T — P
Hostname: 172220190 Part: 34524 Version 111 020710205 K25165) : Satue @ B i
| P
|
|
|
|
|
|
[
|
|
|
[T— *I’
Hosiname: 172230113 Port 24504 Version: 1110200 10005 2253450 Status @ Comecies
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Mounted Data

Mounted Data allows archived LiveNX data stores to be re-mounted for historic investigation.

Settings
Q
MOUNTED DATA
~
Configuration You can mount a data directory that contains flow, alert, or QoS data by clicking on the
mount directory button. Alldirectories in the list below are grouped together by type.
Data Source Management
Data Store Management v r—

Device Entity Page Reports
PRIORITY TveE DATA DIRECTORY

Email Configuration

Integrations

Licensing

LiveNA Configuration

Properties

Provy Rows: —

Nodes

Nodes is where additional LiveNX Node collectors are integrated to the LiveNX Server.

The LiveNX Server has a built in Node. When additional Nodes are used, a configuration file must be
created on the LiveNX server for each Node. This file must be copied to the respective Node to

complete the integration.

Settings
Q
NODES
Updates
Reports
Email Configuration NOOE HA ¢ s
Single Sign On

Mounted Data

Local/Server Connected

Properties
'

Data Store.

Web Ul Data Store

SNMP Trap

Configuration

Troubleshaating

To add a new Node, click Add.

2608A0(7-3887.45eB-87e0-Sebladabld31 Local
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Settings

Q

Configuration
Data Source Management
Data Store Management
Device Entity Page Reports
Email Configuration
Integrations
Cisco APIC-EM / DNA-C
CiscolSE
Gisco SD-WAN
LiveNCA
ServiceNow
Licensing
License Configuration
License Expiration Notification

LiveNA Gonfiguration

Mounted Data

Properties

Proxy

NODES
Add Remove
NODE NAME O smarus
Local/Server Connected
Rows:1/1

Edit Node Configuration Node Config Export
¢ NoDED. ¢ LocaTIN )
260880f7-3887-45¢8-87e0-5ebfadabfd31 Local

The Add Node modal appears. Define the Node's name and IP address and click Save.

ADD NODE

HNode Name
PANode

1P Address
[10.1.40.21]

The Node appears but displays a status of Disconnected.

NODES

Add Remove

HODE NAME

LocalsServer
PA-Node

Al rows 2

!" Disconnected !

S NooED

26988917-3887-45¢8-87e0-Sebfadabfd31
109b75¢1-beae-4d78-bf1c-5d56e46(8a81

To copy the Node's configuration, click Node Config Export.

NODES

Add Remove

NODE NAME

Local/server
PA-Node

Allrows 2

The Export Node Configuration File appears. An optional password may be entered. Click Export.

S smanus

Connected
Disconnected

$ wooEn

26988917-3887-45¢8-87¢0-5ebladabld31
109b75¢1-beae-4d76-bf 1c-5d56e46fBad1

< Locamion @

Edit Node Confiquration Node Config Export

Local

10.1.40.21

Edit Node Configuration

< ocamion 2

Local

10.1.40.21
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EXPORT NODE CONNECTION FILE

Node Name

Save the Node's config file for import into the

Node.

-

QOpening PA-Node.nodeconn

You have chosen to open:

| PA-Node.nodeconn

which is: nodeconn File (3.3 KB)
from: blob:

What should Firefox do with this file?

(@) Save File

OK

‘ l Cancel

.

r

Once the Node has been installed and its configuration file imported into it, the Node appears as

connected.

Setlings

Q
NODES
Reports Access Management

Email Configuration Add

Single Sign On
WooE NaE ¢ smmws
Mounted Data

Properties ~

Server Name PAHode | comectea |

LiveNX Properties Local/Server Connected
Device Auto-refresh Allows 2
Web Properties

Data Store

Web Ul Data Store

SNMP Trap

Syslog L
Nodes.

Configuration

Troubleshooting v
Security v

6b4ebbba-8828-411a-852d-ceTcadlbecd? 0.1.40.21
269889(7-3887-45¢8-87e0- Sebfadabfd31 Local

Configuration provides the ability to backup or restore the LiveNX configuration, restart the server,

or reset the configuration to default.

Nodes 91



LiveNX Operations Dashboard Admin Guide

Settings

[ N ]
Data Source Management

Data Store Management
Device Entity Page Reports
Email Configuration
Integrations

Licensing

e Configuration

License Expiration Notificatior
LiveNA Configuration
Mounted Data
Nodes
Properties

Proxy

Properties

CONFIGURATION

EXPORT CONFIGURATION

Encrypt

Password *

Repeat Password *

MAINTENANCE

Restart Server

Reset Configuration

Server Name defines the LiveNX server's name. If the name is modified, the LiveNX service needs to

be restarted.

Settings
Q
Licensing
License Configuration
License Expiration Notification

LiveNA Configuration
Mounted Data

Nodes

Properties

Proxy

Reports

SERVER NAME

If server name is modified, the service needs to be restarted in order
for the changes to take effect

Server Name

Test Server 1dsf24323r

LiveNX Properties are a list of system settings that could need to be adjusted in some circum-

stances.

Care should be taken when changing these parameters and it is suggested to work with the LiveNX

support team.
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Settings

Q

Licensing

License Configuration

LIVENX PROPERTIES

If any of the settings below are modified, the service needs to be restarted in order for the changes to take effect

A
License Expiration Notification NAME VALUE
LiveNA Configuration
app.datadir
Mounted Data
cache.application.enabled True
Nodes P
Properties clientgateway.ssl.port 7000 2
collectormode.enabled False
dnac.enabled False
flow.collector.netflow.port 2055 <
flow.collector sflowport 6343 3
Proxy Fal
hide historical devices alse
Reports
hitpserver.api.enabled True
Security
httpserver.api.port 8093 S
single Sign On P Pl.po
SNMP Trap hittpserverhost 21621825420 v
Syslog
Rl ) |
Troubleshooting v
Updates <

Device Auto-Refresh can be enabled to ensure LiveNX does a full SNMP refresh of the devices in its
inventory at a residual interval.

Settings

Q
DEVICE AUTO-REFRESH Disabled
Licensing v

LiveNX will auto-refresh device and interface details (bandwidth, IP

License Configuration address, 10S version, etc.).

License Expiration Notification Refresh Time Interval
LiveNA Configuration

Mounted Data

Nodes

Properties ~

LiveNX Properties

Server Name

Third-party Services
Web Properties

Proxy

Third Party Services determines if LiveNX will reach out to external APIs for enhancing the user
experience. These features may be disabled by deselecting the respective service.

Settings
Q
Do source ansgement ~ THIRD PARTY SERVICES
Data Store Management v
Select All Unselect All
Device Entity Page Reports
WalkMe
Email Configuration Used to present users with release notes as well as provide walk throughs for specific features. When disabled
release notes and walkthroughs will ot be shown.
Integrations v
Google Maps API
Licensing v Used for site Edit Maybe used as the fallback for bulk
B etae Coneuration lookup if HERE service fails. When disabled, geo lookup will ot be available.
License Expiration Notification (2 HERE Maps API
Used for P , geo lookup will not be
LiveNA Configuration available
Mounted Data [ Leaflet Maps
Used to display P ‘When disabled, simplified map will be
Nodes displayed instead.
b ” =a
Device Autorrefresh
LiveNX P
Server Name
Third-party Services
Web Properties
Proxy
Reports v
Flow F s Results Limit
v

Web Properties defined the default Auto Refresh Time of Dashboards, Site, Devices, Interfaces, WAN
Applications, Network Users, Site to Site Analysis, and Geo Topology.
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Settings

Q

Licensing v
License Configuration
License Expiration Notification

LiveNA Configuration

Mounted Data

Nodes

Properties ~

Reports v

Proxy

Proxy configuration settings can be used if LiveNX needs to communicate through a proxy server.

Settings

Q

Licensing v
License Configuration

License

piration Notification
LiveNA Configuration

Mounted Data

Nodes

Properties ~

Device Auto-refres!

Reports v
Security v
Reports

WEB PROPERTIES

Auto Refresh Time

5 Minutes

HTTP PROXY CONFIGURATION SETTINGS

Enter the URL for the HTTP proxy server and optional credentials for
authentication

Host Name * Port*

111 443

Username

admin

Password

essee ®

Repeat Password

esse @

Time Range Restrictions allows for the limiting of the duration of Analysis Reports. This can be used
to ensure processor intensive reports do not hold up the report queue.

The Analysis reports are currently:
* AllUnigue Flows

* |Psand Ports

* Security Analysis

* Top Analysis
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Settings

TIME RANGE RESTRICTIONS

Configuration
Processing data for reports may consume a large amount of system

Expiration Notification resources. Limiting the available time range options will help keep the
system responsive for all users.

LiveNA Configuration
Analysis reports time range limit

Mounted Data
No Limit
Nodes
Properties v Time range warning The selected time range restriction may
result in a report consuming all system resources and
Proxy slowing down performance for other users.
Reports ~

Flow Reports Results Limit
Logo

Long Term Processing Reports

Report Hisf

Reports

Security v

Single Sign On

Flow Report Results Limit allow for adjustment of the returned results of Flow reports. By default,
most Flow reports limit the returned results to 1000 rows, but this setting allows for more returned
results. Caution should be used when adjusting this setting to not impact the overall system perfor-

Mmance.

Settings

Q

FLOW REPORTS RESULTS LIMIT
A
License Configuration
- . . This parameter allows Flow reports to return more than the default

License Expiration Notification 1000 results,
LiveNA Confi " In order to utilize this feature, reports must be ran through the REST

ivel onfiguration API with the special parameter "useFlowReportLimit".
Mounted Data Reports Results Limit *
Nodes 1000 C
Properties v

Reset to Default

Proxy

cessing Reports

History

Logo allows you give a custom logo to shared and PDF reports. The logo page allows for the upload-
ing and management of logos.
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Settings
Q
LOGO
~
License Configuration
You will be able to select one of uploaded logos in report creation
License Expiration Notification modal window. Maximum file size 1 MB, supported formats: .jpg, .jpeg,
LiveNA Configuration Png, aspect ratio &:1.
Logos uploaded 1/10.
Mounted Data o908 /
Nodes Drop file here
i or
Properties v
Select File
Proxy
Reports ~ O NoCustom Logo
Flow Reports Results Limit
ultimatewagon-wh..  Edit Delete

Long Term Processing Reports
Report History
Reports Management
Time Range Restrictions
Security v

single Sign On

Report History provides management to each users personalized report history.

Settings
Q
REPORT HISTORY
License Configuration N
Available Free Space: 167.37 GB Total Disk Space: 249.88GB
License Expiration Notification
]
LiveNA Configuration
@ Other Store Size: ® Report Store Size:  Max Report Store Size:
[Mounted Data 807468 17768 200 &
Nodes
You can set how long different report type results are stored on LiveNX
Properties v server.
Proxy AD HOC Reports
Reports ~ 1 <
Flow Reports Results Limit Scheduled Reports
Logo 365 g
Long Term Processing Reports
- shared Reports
........ 7 <
Reports Management
Time Range Restrictions Reset to Default Revert Chang
Security v
single Sign On
SNMP Trap

Long Term Processing Reports allows for selection of which reports will have their data sent to the
Long Term Flow store.

Settings
Q
LONG TERM PROCESSING REPORTS
License Configuration () Note: Enabling long term processing can significantly impact LiveNX memory and CPU usage
License Expiration Notification
Reports
LiveNA Configuration
Dissbled  AS Pair Disabled  Application Performance By Device
Mounted Data
Disabled Application Performance By Interface Disabled Application Performance By Service Provider
Nodes
Disabled Application Performance By Site Disabled  Bidirectional AS Pair
Properties v
Disabled Bidirectional Network Pair Disabled Bidirectional Source/Destination Pair
i Dissbled | Business Relevance Disabled | Destination AS
Reports ~ Disabled  Destination Network Disabled | Destination Site Traffic
Flow Reports Results Limit Disabled  Jitter/Loss Disabled  Network Pair
Logo Disabled Out of Policy Events Disabled  Protocol
Disabled  Protocol Port Disabled  Site Traffic
Report History Disabled  Source AS Disabled  Source Network
Reports Management Disabled Source Site Traffic Disabled  Source or Destination AS
Time Range Restrictions Disabled | Source or Destination Address Disabled  Source or Destination Network
Security v Disabled  Top Applications Performance Disabled  Top Voice/Video Performance Summary
single Sign On BN ] Top Voice/Video Performance by SSRC Disabled | Traffic Class
SNMP Trap IEEZEN ] Voice/Video Performance By Device Disabled  Voice/Video Performance By Interface
syslog Disabled  Voice/Video Performance By Service Provider IEEZEN | Voice/Video Performance By Site
Troubleshooti v .
"9 Dynamic reports
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Reports Management allows deletion and ownership re-assignment to report templates of both

active and deleted users.

Settings

REPORTS MANAGEMENT

LiveNA Configuration
REPORT TEMPLATE NAME
Mounted Data
Nodes
Properties ~

Procy

Reports ~

low Reports Resdlts Limit

Security v
single Sign on
SNMP Trap
Syslog
Rows: 55/ 55

Troubleshooting v

Updates v

< SCHEDULED REPORT

Al

< ownem

‘amyadmin
amyadmin
kparsons
flonie
chadadmin
jloo
amyadmin
amyadmin
amyadmin
gaurav
hari
amyadmin
‘amyadmin
chadadmin

amyadmin

<%

O OWNER STATUS

Al

Active
Active
Active
Active
Active
Active
Active
Active
Active
Active
Active
Active
Active
Active

Active

Reports Access Management defines which reports non-Admin users can run. Do note that some
reports which drive workflows cannot be disabled.

Settings

Q

Licensing

Proxy
Device Entity Page Reports
Updates

Reports

Email Configuration
Single Sign On
Mounted Data

Properties

Security

Login provides session timeout and failed login attempt parameters of users.

REPORTS ACCESS MANAGEMENT

Q
Test
2 LiveNA
Flow
SNMP
[ cisco SD-WAN

Alert

Unselect All
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Settings

Q
LOGIN

License Configuration

License Expiration Notification Default session timeout
15 <
LiveNA Configuration
Mounted Data Number of failed consecutive login attempts *

100 <
Nodes
Properties v Lock user if number of failed attempts occur in

Proxy

Reports v

sults Limit

Logo

Long Term Proc

Report History

Rep

Management

Time Range Restrictions

Single Sign On

Password defines the password policy for users.

Settings

Q
PASSWORD
License Configuration

License Expiration Notfication Password Policy Password Restriction

LiveNA Configuration Password expires after Minimum characters required *

60 g 5 S
Mounted Data

Nodes Allow password change once in Number of uppercase characters required

1 1 B

Properties v
Proxy Number of previous passwords to save Number of lowercase characters required
Reports v ! < ! °

Flow Reports Results Limit Number of numeric characters required

Logo 1 &

Number of special characters required

T ~

single Sign On

Single Sign On
Single Sign On provides SAML integration via either Okta or ADFS IDPs.
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Settings

Q

onfigurat
icense Expiration Notification

LiveNA Configuration

Mounted Data

Nodes

Properties

Proxy

Reports

SNMP Trap

SNMP Trap

SINGLE SIGN ON

© okta ADFS

EntityID* @

Host Name *

Consumer Login URL €

Consumer Logout URL €

Disabled

Identity Provider SSO URL* €

Identity Provider Trust URL* €

Certificate *

SNMP Traps allows for configuration of a SNMP server. Any LiveNX alert configured for sharing with
SNMP Traps, will be forward to this destination.

Settings

Q

LiveNA Configuration
Mounted Data
Nodes

Properties

Proxy

Reports

Flow Reports Results Limit

Long Term Pr ing Reports

Report History
Reports Management
Time Range Restrictions

Security

Login

single Sign On

Syslog

Troubleshooting

Syslog

SNMP TRAP
The LiveNX MIB is available at:

IP Address *
SNMP Version * Target Port *
Version 2¢ 161

Community String *

Syslog allows for configuration of a Syslog server. Any LiveNX alert configured for sharing with Sys-
log, will be forward to this destination.
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Settings
Q
SYSLOG
)
LiveNA Configuration
General Settings
Mounted Data
Facili Address of Syslog Server *
Nodes ity Syslog
Local 0 10111
Properties v
Protocol Port *
Proxy
uoP 514 ¢
Reports v
Flow Reports Results Limit Syslog Message Format
Log
’ Application Name * Hostname
ssing Reports %LIVEACTION Hostname
Timestamp Process ID
utc Device hostname
Time Range Restrictions
Security v Delete
Login
single Sign On
SNMP Trap

Troubleshooting

Troubleshooting
Heap Dump generates a snapshot of memory for troubleshooting by LiveAction Support.

Settings

Q
HEAP DUMP
Reports

jow Reports Results Limit
Generate Q

Long Term Processiny Rey NODE NAME o nopEPATH G GOLLEGTION START TIME o st o our o pownLoan

Al

Time Range Restricti
Security v

Single Sign On
SNMP Trap

No Data
Syslog
Troubleshooting

Rows: —

CPU Profiling generates a snapshot of CPU usage for troubleshooting by LiveAction Support.

Settings

a

CPU PROFILING
Reports v A

Start CPU Profiling Q

Security
Log
Pa
single Sign on
SNMP Trap
No Data
Syslog

Troubleshooting ~

Rows: —

Troubleshooting
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Logs generates system log files for troubleshooting by LiveAction Support.

Settings
Q
LOGS
Reports v A
Flow Reports Results Limit LiveNX Log Level
Log INFO
Long Term Processing Reports
Rep:
Manage Logs
anag
Q

e et GetLiveNX Logs
Time Range Restriction:
Security v NoDE NAME 4 source & rueesm & couLccTioN sTART TIME & smare & sa

& oowntoa
R Al
Pa

single Sign On

SNMP Trap

syslog

Troubleshooting ~
No Data

CPU Profiling

Rows: —

User Activity Tracking generates system log files of which users have logged into the system and
what actions they have taken.

Settings
Q
USER ACTIVITY TRACKING
Integrations v A
Licensing Activity Type
A
LiveNA Configuration
Mounted Data Download last 6 month logs
Nodes Time Range
Last Fifteen Minutes
Properties
Proy
USER NAME
Reports
Security v
full-config A
Single Sign on
charles
SNMP Trap
mhampson-clerk
Syslog o
Troubleshooting ~ acameron
GPU Profiling dhaivat
o ssidheeq
inna_demo1
- - .
1C Rows: 103/ 103
v

Packet Capture generates a TCP Dump of the LiveNX Server's network card.

Settings

Q

PACKET CAPTURE
Reports v A

ow Reports Resufs Limit
Capture Packets Q

NODE NAME S FENAmE $  COLLECTION START TIME o smre ¢ sz ¢ vowntoan

Secuity

single Sign on
SNMP Trap

No Data
Syslog

Troubleshooting ~

CPU Profiling

Rows: =
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Upload History provides a list of files uploaded to LiveAction support. Copy Link provides a URL to
access these files.

Settings
Q
UPLOAD HISTORY
gura
. LICENSE KEV ¢ ALENAME ¢ sz C  UPLOADDATE ¢ UPLOADLINK
LiveNA Configuration
Mounted Data
ISkQAWAIWIKAMYPXWUSPOP 202109102218 Jogs zip 67.46M8 105ep 2021, 06:21PM
i ISKQAWASWIKATYpXWUSpOP 2021-0625.0810_Jogs.2ip 36.60 MB 25.Jun 2021, 0520AM
Properties IskaAWAIWIKAMYpXWUSpP 2021-0505_2126.logs.zip 56.62 MB 08.Jun 2021, 01:00PM
Proxy IsKaAWAIWIKAMYPXWUSPOP 2021-0420_1522 Jogs.ip 48558 29 Apt 2021, 11:23AM
Reports 1SKQAWAIWIKATYPXWUSpOP 202102:11.0913 Jogs.zip 59.32 M8 11 Feb 2021, 04:14AM
ISKaAWAIWIKAMYPXWUSpOP 2021-01-22.0113 Jogs.zip 5024 M8 21 Jan 2021, 08:15PM
il ISKQAWASWIKATYpXWUSpOP 202012.08.1637_Jogs.zip 51.06 M8 08 Dec 2020, 11:38AM
Single Sign On IskaAWASWIKAMYPXWUSPOP 1602179643230_10,100.51.6_2055_eth0_60..  202.008 08 Oct 2020, 07:55PM
SNMP Trap
rows | 8
Syslog
Troubleshooting

System Diagnostics

System Diagnostics will present the LiveNX Server's and any associated Node collector’s health. It
also provides visibility into System, Node, and device Flow rates.

System Diagnostics

£ LOCAL/SERVER Status: Ok Conformance: Ck Current Deployment: Small  IP: Local

cpu 05 RAM vm Ram o1sk art oEvicEs

- X : ‘@ osum Amount . committed Total x Server toNode Total Configurable Loading

Cores VMl Used Used Free NodetoServer N Active Down Last Days
Flow Rate

From the Nodes tab, by clicking on the summary bar, you can drill-down to more details.

System Diagnostics

L H
) LOCAL/SERVER Status: Ok Conformance; Ok Current Deployment: small  1P: Local

R e R R RREREE e

Isk wTT bEvicE i

i

Total ! SevertoNode Total Configurable Loading '

Free Node to Server y Active Down LastDays '

Flow Rate i

i

i

When drilling-down into a specific Server/Node appliance, more details are available on three tabs:
* System

* Data Store
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L]

Report Queue

The System tab provides the recent history of the appliance’s performance statistics.
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The Data Store tabs breaks down the last 30 day’s utilization of appliance’s the disk usage.
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The Report Queue will list any reports that are being processed or a waiting in queue for processing.
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To cancel a report from running, select the report and click Cancel.
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To cancel all reports, click Cancel AllL

Motel 0 s
o PR
Report Quases

Flow Data Status

The Flow Data Status tab provides viability into system wide, per Node, and per device Flow rates.

LocAusERvIR Seass 04 Confarmance

3i5ks

also shows any Flow drops that may be occurring.

System Diagnostics

OVERFLOW STATUS

Refresh Data

Current Overflow:
Has Ever Overflowed:
Current Packet Rate:
Total Drop:

Current Drop:

Local/Server

User Management

talse
false
246.2pps
o%

o

Toual Canfiquratie Lasding

LanDapn
Fiom e

t

FLOW COUNTS

Refresh Data

Totals

Overall:  Oflows 0 flows per second

Local a5

Flow Count by Device

Device ¢ mooe ¢ waDoRESS

Dataforlast 5 minutes Perform a full query for the count

& FLowcounT S FLOWRATE (FPs) s

User Management is where users are added to the system, authorization groups are managed, user
sessions can be reviewed, and external authentication integration can be configured.
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User accounts can be authenticated locally or LiveNX can integrate with external user repositories
for user authentication. Today, LiveNX supports the following external authentication methods:

* LDAP

*  RADIUS
«  TACACS+
-+ S50

Please review this chapter for configuring LiveNX to these external repositories.
All user account authorization is done in LiveNX via Groups.

The User Management tab is where users are added to the system and managed.

WMIC Man

TACACS+ A

RADIUS Aut

aaaaaa

To add a new user, click Add.

User Management

User Mansgement

The Add New User modal appears.
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ADD NEW USER
c Authentication Type Settings

Authentication Type

Cancel

Select the Authentication Type and click Next Step.

ADD NEW USER
o Authentication Type Settings
Authentication Type
| LOCAL |
JRinignll
LDAP
RADIUS Cancel
TACACS+
ADD NEW USER
o Authentication Type Settings
Authentication Type

LOCAL

Cancel Next Step

Define the user:

* Username

* Display Name

*  Group

* Session Timeout

* Choose a password

* Repeat Password
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ADD NEW USER

° Authentication Type

o Settings

Username * Display Name *
Group * Session Timeout *
View 15 Minutes
Choose Password * Repeat Password *
@ @
Back
When finished, click Add User.
ADD NEW USER
° Authentication Type 0 Settings
Username * Display Name *
Alex Alex2
Group * Session Timeout *
View 15 Minutes
Choose Password * Repeat Password *
ssscssse @® eessesscd] @®
Back

The new user will now be listed on the User Management tab.

User Management
User Management

Group Management

o= usenwawe
LOAP Management
WMIC Management i
TACACS+ Authentcation ™

RADIUS Authentication

admin Local

alex2 Local

Admin

Enadled 102y
Enabled 15 Minutes

To edit the user, select the user and click Edit.

User Management

User Management 4

Group Management 1

LDAP Mansgoment

WA Minagament

"RADIUS Authentication

pa—— e [

TACACS+ Authentication B se ez Local

aamin

Enatiea 108y

Enatied Nevr
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EDIT USER

Username

Group

View

Directory

Choose Password *

Display Name

alex2

Status

Enabled

Session timeout

Never

Repeat Password *

Cancel

All user account authorization is done in LiveNX via Groups. The Group Management tab is where

Croups are added and managed.

User Management
usecMpsapmens _

GROUP MANAGEMENT

Add

Authentication Groups have four components:

* Role - Defines the authorized capabilities of the group members, i.e,, monitor only vs. config

changes

* Device Authorization - defines which devices are visible for monitoring by group members

* Page Access — defines which pages are available in the Operations Dashboard (WebUl) for group

members

* Users — which LiveNX users are a member of the group

Role

The group’s Role defines the authorized capabilities for the members of the group.
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There are three Roles available: Admin, Config, and View. There capabilities will be summarized in
the table below:

New Role

Admin

Config

View

Description

Can perform any action for all resources. Is
capable of making changes to the system that
impact other users

Can perform any action for its selected
resources. Is capable of making changes to the
system that impact other users but at more lim-

ited level than admin. An example is that a “con-

fig” user will not be able to access “Settings”

Can primarily only monitor data for its selected
resources. Is unable to make changes that
impact other users.

Device Access

All devices

Only devices for which a user has
been given permission to access
(All Devices by Default)

Only devices for which a user has
been given permission to access
(All Devices by Default)

Capabilities

All capabilities

* In the Operations Dashboard:
Config can optionally manage
Devices, Custom Applications, Fil-
ters, Site

* In the Engineering Console: Con-
fig can optionally control CLI GUls
(ie. Manage QoS, IP SLA, ACLs,
PBR, etc.)

Monitor Only

Device Authorization

Device Authorization defines which device's SNMP and NetFlow metrics are visible by group mem-

bers.

By default, all devices are available for all roles. Restricting visibility to selected devices can be
accomplished by filtering devices, sites, or regions.

Page Access

* Operations Dashboard (WebUI) page access can be limited per role

* Most pages are accessible by all Roles.

* Some pages are accessible to only Admins.

* Some pages are accessible to Admins and Config.

The table below shows the pages only available to Admin and Config roles:

Section Page Required Page Access Required Role
Configure Alert Managment - config/admin
Configure Application Management Application Management configladmin
Configure OID Polling OID Polling configladmin
Configure Device Management Device Management configladmin
Configure Filter Management Filter Management configladmin
Configure Site Management Site Management config/admin
Gear Icon Settings - admin

Gear Icon User Management - admin

Gear Icon LiveNX Server - admin

Users

Defines which LiveNX users are a member of the group.

User Management
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Adding a New Group

By default, there are three Croups: Admin, Config, and View. Each is assigned the role that corre-
sponds to the Group's name. These default roles have no device or page restrictions and cannot
deleted. Additional roles can be added and customized to meet a specific Group's needs.

Geoup Mansgement GROUP MANAGEMENT
.
O Admin
O  Config
0 vew
1. Toadda new Group, click Add.
User Management
Oroup Manageement GROUP MANAGEMENT
Sessions 7Y
I Add I Q
=
0 View

2. Provide a Name and Role.

= LiveAction

User Management

User Management

Group Management ADD GROUP
Sessions

© ceneral settings Device Authorization Page Access Report Access users
LDAP Management

WMIC Management

Name *

TAGACS+ Authentication Role
MyGroup Miew
RADIUS Authentication
Admin
Config
View
cancel

Next Step

3. Assign device authorization.
A group may:
e View and configure all devices (Config role only)
e View with CLI access all devices (View role only)

*  Only view all devices
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* Use a specific filter

By default, a Config role group is authorized to view and configure all devices and a View role
group is authorized to view with CLI access all devices.

Config and View role groups can further restrict authorized devices by applying a Filter(s). To
restrict authorization to a specific device(s), tick Use specific filers, click Add.

User Management

User Management

Yo Mdnsgeman ADD GROUP
Sessions

General Settings Device Authorization Page Access Report Access: Users
LDAP Management o e (-] 0 por

WMIC Management

TACACS#+ Authentication Group s authorized to: ‘View with CLI access all devices Only view all devices @ Use specific filters

RADIUS Authentication Add Q
enTITY TYPE VALUES cui access

Al

Specific Filter Options Table
No Filters: All devices are hidden

Rows: —

Cancel Previous Step Next Step

Filters can be applied by Device, Site, or Region.

Config roles can optionally have CLI access for managing QOS, IPSLA, etc. in the Engineering
Console.

ADD DEVICE AUTHORIZATION
site:  Austin

CLI Aceess for managing QOS, IPSLA, etc in the Engineering Console

In the following example, the devices matching the filters would be authorized for monitoring
by this Group:

* Site=Austin
* Device=LondonEdge

* Region=Florida
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User Management

User Management

e ol ADD GROUP
Sessions

General Settings Device Authorization Page Access Report Access. Users
LDAP Management (] 0 ) o por

WMIC Management

B ACEs ALthenication Group s authorized to View and configure all devices  Onlyview all devices © Use specific fiters
RADIUS Authentication Add Q
Al
site Austin v
Device LondonEdge v
Region Florida, United States, North America v
Rows:3/3
Cancel Previous Step Next Step

L, Assign Operations Dashboard (WebUlI) page access.

User Management

User Management

eI ADD GROUP
Sessions

General Settings Device Authorization Page Access Report Access Users
Py © 0 © O »

WMIC Management
TACACS+ Authentication Unselect All Q

RADIUS Authentication Dashboard G

Entity

Metwork Users

Topology

Report Management

[ AlertView

Device Inventory Story
Flow Path Analysis Story
2 SdAccess Story
IPSLAStory

[ Security Flow Analysis Story
Site To Ste Analysis Story

Calls By Number Story v

Cancel Previous Step. Next Step

In this example, only Dashboards and Entity Pages (Sites/Devices/Interfaces/ WAN Applications)
will be available for this Group.

User Management

User Management
C— -3 ADD GROUP
‘Sessions
T— © seneral senings © oevice authorization Report Access users
WMIC Management
TACACS+ Authentication Select All Unselect All a
'RADIUS Authentication ~
Network Users
Topology
Report Management
Alert View
Device Inventory Story
Flow Path Analysis Story
Sd Access Story
IPSLA Stary
Security Flow Analysis Story
St To site Analysis Story
Calls By Number Story v
Cancel Previous Step Next Step
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Do note that even though the Navbar may be restricted, some drill-down workflows will still allow
limited functionality to pages not directly available from the Navbar. Using the previous example,
where Dashboards were one of the limited options made available, these pages allow drill-down to
reports, but the reports are limited to just the results.

5. Select which reports are available to the group. By default, all reports are available.

User Management

ot EDIT GROUP  mvGroup

. © coisetings @ veres Arorzston © rooesccess © reportaceess uses

Unselect All Q
RADIUS Authentication Test

LiveNA

Flow

SNMP

Cisco SD-WAN

Alert

cancel Previous step Next Step

Optionally, deselect any report that should not be available to the group.

Note Some reports that drive fundamental workflows cannot be deselected.
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EDIT GROUP wvGroUP

° General Settings ° Device Authorization

Select All Unselect All
[
IPSLA
LAN
B qos
NBAR and Post-Policy
' Post-Policy Drops
Pre-Policy and Post-Policy
Pre-Policy and Post-Policy Drops
Top Class Bandwidths
~ Top Class Drops
Top Layer 2 QoS Queue Drops
~ Status

3 system

Cancel

© Poce rccess © report Access Users

Previous Step Next Step

6. Add user(s) to group by clicking Add.

User Management ©@

User Management
CEDE ADD GROUP
Sessions.

Q Generai setiings
LDAP Management
'WMIC Management

TACACS+ Authentication Vo Add

RADIUS Authentication
USER NAME.

Rows: —

Cancel

© Device Authorization © Fooe pcess © ReportAccess © vses

O DISPLAY NAME & | DIRECTORY ¢

T

Select the users of interest and click Add.

ADD USER TO GROUP
Selected users will be assigned to the new group

sER NAME < DISPLAY NAME

fullconfig
tma
mhampson-clerk
chares
acameron
dhaivat
ssidheeq
inna_demol
gbsfo
inna_demo2
dkimura

Rows: 102/ 102

fulkconfig
tma
mhampson-clerk
Charles
acameron
dhaivat
ssidheeq

inna demo 1

gosio

inna demo 2

diimura

In this example, users Charles and Bill will be a member of this group.

Adding a New Group
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E LiveAction:| nx uvence

User Management

User Management

e ADD GROUP
Sessions

General Settings Device Authorization Page Access Report Access Users.
LDAP Management © & © Q@ ro ] o

WMIC Management

TACACS+ Authentication Add a
RADIUS Authentication
USER NAME C  DISPLAY NAME S DRECTORY ¢
charles Charles Local
bill bil Local
Rows:2/2

e Preoussie

The new Croup is now listed on the Group Management page.

GROUP MANAGEMENT

Add

Al
©  Admin
©  Cconfig
O View

View

Sessions

The Sessions tab lists users that are currently and historically logged into LiveNX. Active users can be
logged out by selecting the user and clicking Logout Users.

User Management
User Management

Seoup Managernent_ _

WANC Management
TACACS+ Autrcation 04192175 sdmin Actie s namin 55 s Thu Jul 08 2021 06:45
RADIUS Authentication
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LDAP Management

The LDAP Management tab allows for the configuration of one or more LDAP server(s) with which
LiveNX can use for authentication users. To add an LDAP server, click Add.

User Management

RADIUS Authentication

LDAP GENERAL SETTINGS

LDAP Poller: Enabled Pollinterval (Days): 1 Poll Time: 1200 AM Time Zone: (GMT) Europe/isie of Man DST: Enabled

Configure Polling

LDAP SERVER

The Add LDAP Server Modal appears.

Name

LDAP Server Address/Hostname
LDAP Server Port

Identity

Password

Search Base

Auto Add/Update Users

Groupz

From the Main Settings tab, configure the following:
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ADD LDAP SERVER

Advanced Setting

Name * Search Base *
LiveAction DC=liveaction, DC=com
Auto Add/Update Users
LDAP Server Address/Hostname *
Group
10.0.0.10
View

LDAP Server Port

SSL/TLS =+ Add Additional Search Base

Identity *

CN=users,DC=liveaction,DC=cpm

Password *

oooool

If necessary, click + Add Additional Search Base.

ADD LDAP SERVER
Main Settings Advanced Setting
Name * Search Base *
LiveAction DC=liveaction, DC=com &
Auto Add/Update Users
LDAP Server Address/Hostname *
Group
10.0.0.10
View
LDAP Server Port i L L LR L i
SSL/TLS ! Search Base * !
i i
i DC=admin,DC=liveactionDC=com 5 |
I i
I 1
! | AutoAdd/Update Users i
. i
Identity * ! Group i
CN=users,DC=liveaction,DC=cpm 3 Admin i
I i
i i

Password * =
4 Add Additional Search Base

From the Advanced Settings tab, if necessary, additional parameters can be modified:
*  Username

* Display Name

* User Search String

* Croup Search String

When finished, click Update.
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EDIT

Username *

sAMAccountName

Display name *

displayName

Main Settings

User Search String *

(&(objectCategory=Person)(objectClass=User))

Group Search String *

(&(objectCategory=Group)(objectClass=Group))

Cancel

UserManagement
User Mangament
Group Management

LDAP GENERAL SETTINGS
Sessions
e — LDAP Potler: Enatied Pollinerval (Days) 1 PolTime: 1200400 Time Zone: (GMT) Ecpericie ot Man DST: Enabiod
WA Managemert P
TACACS® Autentton
RaDUS Aunenticaton

LDAP SERVER

aca a
LiveAction Idap:f10.0.0.10

To edit an LDAP server's settings, select the server and click Edit.

User Management

User Management
Group Management
Sessions

LDAP Management
WMIC Management
TACACS+ Authentication

RADIUS Authentication

LDAP GENERAL SETTINGS

LDAP Poller: Enabled Poll Interval (Days): 1 Poll Time: 1200 AM Time Zone: (GMT) Europe/isle of Man DST: Enabled

Canfigure Polling

LDAP SERVER

| Edt | Delete

LiveAction

Refresn

Q

¢ ADDRESS

NE

To manage LDAP polling auto-updates, click Configure Polling.
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User Management

User Management
Group Management
Sessions

LDAP Management
WMIC Management
TAGACS+ Authentication

RADIUS Authentication

LDAP GENERAL SETTINGS

h

1

| Configure Polling 1

i

(B I
™

AN
LDAP SERVER ™,

Edit

B uveaction

AN
onte Refresh
AN

AN
N

AN

N

N,

WMIC Management

WMIC Management allows LiveNX to integrate with AD servers for parsing user login/logout events
which contain the source IP information. This provides LiveNX the ability to populate username in

NetFlow reports.

LDAP SETTINGS

LDAP polier

Pall Interval (Days)
1

Pall Time
12 00 A
Time Zone DsT

(GMT-08:00) US/Pacific

Cancel

User Management
User Management
Group Management
Sessions

LDAP Management

,,,,,,,,,,, '
TACACS+ Authentication

RADIUS Authentication

WMIC SERVER

WMIC Poller: Enabled

Gonfigure Polling

WMIC SERVER

Add

Poll Interval (Minutes): 1

AOMIN USER HosT

To enable the WMIC poller and set the polling interval, click Configure Polling.

User Management
User Management
Group Management
Sessions

LDAP Management
WMIC Management
TACACS+ Authentication

RADIUS Authentication

WMIC SERVER

WMIC Poller: Enabled Poll Interval (Minutes): 1

WMIC SERVER

Add

DOMAIN

After making changes, click Save.
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WMIC SETTINGS

WMIC Poller

Poll Interval (Minutes)
1

To add an WMIC server, click Add.

User Management
User Management

Group Management

WMIC SERVER
Sessions
LDAP Management WMIC Poller: Enabled Poll interval (Minutes): 1
WMIC Management Configure Polling
TACACS+ Authentication
RADIUS Authentication
WMIC SERVER
[ttt i
' I " -
1 A | Q
[—— i
NAME ¢ oomam & aommusiR & wost

Enter the configuration details and when finished, click Save.
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ADD WMIC SERVER

Name

Domain

Admin User

Password

Host

Cancel

The server appears on the WMIC General Settings page.

WMIC SERVER

WMIC Poller: Enabled Poll Interval (Minutes): 1

Configure Polling

WMIC SERVER
Add t Q
NAME (o] DOMAIN (+] ADMIN USER o HOST
SEDemo-LDAP demo.com administrator 192.168.100.201

To Edit the server's settings, select the server and click Edit.
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WMIC SERVER
WMIC Poller: Enabled Poll Interval (Minutes): 1

Configure Polling

WMIC SERVER

: Edit : Delete elact Q

B SseDemolDAP', 2.168.100.201

EDIT

Name

"\ SEDemo-LDAP

Domain

'* demo.com

Admin User

adrministratos

Password

Host

192.168.100.201

Cancel

TACACS+ Authentication

The TACACS+ Authentication tab allows for the configuration of a Primary and Secondary TACACS+
server with which LiveNX can use for authentication users.

User Management
User Management
Group Management

GENERAL SETTINGS
Sessions
Server Timeout Relay Count
LDAP Management s s

SERVERS CONFIGURATION

RADIUS AUheaticaion

Primary Server IPHosthame Server Port Sharea Socret
218210 » e - Cleas
Socandary Server IPHostname Server Port Shared Secret
5 o
Test Connaction

Click Test Connection to validate the Servers' IP connectivity and Shared Secret.

TEST CONNECTION

Username * Password *

Cancel
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The RADIUS Authentication tab allows for the configuration of a Primary and Secondary RADIUS
server with which LiveNX can use for authentication users.

User Management

GENERAL SETTINGS

Server Timeout Retry Caunt
s 3

SERVERS CONFIGURATION

Primaty Sarvar IP/Hosthame Sarver Port Sharsd Secrat

Secondary Server IP/Hostame Server Port Shared Secret

Click Test Connection to validate the Servers' IP connectivity and Shared Secret.

TEST CONNECTION

Username * Password *

Cancel

LiveNX Server

The LiveNX Server setting defines the IP address that LiveNX expects to utilize for running the Oper-
ations Dashboard (WebUI). If the WebUI needs to run from an alternate IP address, click Log Out And
Change.
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LIVENX SERVER SETTINGS

Your current LiveNX server is set to i sm
Before changing the LiveNX Server configuration you will need

to be logged out.

Cancel Log Out And Change

Update the IP Address and Port and click Save.

LiveNX

LiveNX Server Settings
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About LiveNX Appliance

If you purchased LiveAction LiveNX appliance, this chapter describes the LiveNX appliance in further
details. LiveNX appliance and LiveNX is a network and application performance monitoring platform with
patented end-to-end visualization for a global view of the network and the ability to drill-down to individ-
ual devices. Using LiveNX, enterprises gain real- time and historic insight into network traffic based on
application and user level activity. LiveNX offers the ability to gather and analyze volumes of network data
at scale from network device, applications, and user to reduce mean time to repair, and it performs explor-
atory and explanatory analysis of network performance.

LiveNX appliance is available in the following configuration:

Chassis

Processor

Base Frequency

Max Turbo Frequency
Cores

Thread

Memory
Expansion Slots

Integrated Network Interfaces

Storage-0S
Storage-Data

LiveNX appliance

1U
2 x Intel® Xeon® Gold 5218

2.30 GHz

16
32

768 GB
2x 16 LP PCle 3.0 slots

2x 10GBASE-T
2 x 1GBASE-T
iDRAC

Included as part of Storage-Data

4 x 8 TB NLSAS (32 TB, RAID 10)

What's Included

Your standard LiveNX appliance package includes:

* LiveNX appliance

* LiveNX software pre-installed in LiveNX appliance

* Two power cords
* Rack-mount rails

*  (Chassis bezel
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Front / Rear Panels

See the illustrations and descriptions of the front and back panel of LiveNX appliance in the sections below.

LiveNX Appliance Front Panel

1

2 3

Item

Indicator, Button, or
Connector

Left control panel
Drive slots (4)
Optical drive
VGA port

Right control panel

Information tag

Description

Contains system health and system ID, status LED, and optional iDRAC Quick Sync 2 (wireless) LED.
Contains 3.5 inch hot-swappable hard drives/SSDs.

One optional slim SATA DVD-ROM drive or DVD+/-RW drive.

Enables you to connect a display device to the system.

Contains the power button, USB port (USB 3.0 compliant), iDRAC Direct micro USB port, and the iDRAC Direct
status LED.

The Information Tag is a slide-out label panel that contains system information such as service tag, NIC, MAC
address, and so on.

Note To access the front panel, the front bezel must be removed.

LiveNX Appliance Rear Panel

Indicator, Button, or
Connector

Full height riser slot

Power supply unit (2)

Ethernet ports (4)
(The port labeled ‘Gb 1 is the
eth0 management port)

USB 3.0 port (2)

Description

Use the card slots to connect full-height PCle expansion cards on full height riser.

AC 550 W.
Both power supplies should be plugged in to power to provide redundancy.

Use the Ethernet ports to connect Local Area Networks (LANS) to the system.

Use the USB 3.0 port to connect USB devices to the system. These ports are 9-pin, USB 3.0-compliant.
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Indicator, Button, or

Item Connector Description

5 VGA port Use the VGA port to connect a display to the system.

6 Serial port Allows you to connect a serial device to the system.

8 CMA power port The Cable Management Arm (CMA) power port enables you to connect to the CMA.

9 System identification button The System Identification (ID) button is available on the front and back of the systems. Press the button to iden-

tify a system in a rack by turning on the system ID button. You can also use the system ID button to reset iDRAC
and to access BIOS using the step through mode.

Inside LiveNX Appliance

CAUTION! Many repairs may only be done by a certified service technician. You should only perform
troubleshooting and simple repairs as directed by the LiveAction support team. Damage due to
servicing that is not authorized by LiveAction is not covered by your warranty. Read and follow
the safety instructions that are shipped with your product.

LiveNX Appliance Internal Components

Note The graphic above shows a configuration of ten internal drives installed in the front drive cage
of the appliance; however, only a four drive configuration installed in the front drive cage is
available with LiveNX appliance.
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ltem Description

1 Left control panel cable cover
2 Hard drive backplane

3 Backplane expander board

4 Cabling latch

5 Air shroud

6 Intrusion switch

7 Power interposer board

8 Internal expansion riser

9 Low profile expansion riser 1
10 Low profile expansion riser 2
11 Processor blank

12 Heat sink

13 Air shroud

14 Cooling fan blank

15 Left control panel cable cover
16 Information tag

Note A defective drive should have a consistent RED blinking LED which should make it easier to
detect.

Installing LiveNX Appliance

LiveNX Appliance

To install LiveNX appliance:
1. Place LiveNX appliance on a flat surface, or mount it in a standard 19-inch equipment rack.

2. Connecta power cable to each of the two power outlets at back of the unit.

Note LiveNX appliance has two redundant high-efficiency "not-swappable” power supplies. If a power
module fails, it should be replaced immediately. If your LiveNX appliance is under warranty,
please contact Technical Support to arrange for a replacement power supply.

3. Plugthe other end of the power cables to an AC outlet.

Important! WARNING: This device has more than one power cord. Disconnect ALL power supply cords
before servicing.
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AVERTISSEMENT: Cet appareil a plus d’'une cordon d’alimentation. Débranchez TOUTES les
cordons d’alimentation avant l'entretien.

Connecting Network Cables

LiveNX appliance includes Gigabit Ethernet ports and Integrated Remote Access Controller (iDRAC) ports
used for remotely accessing and troubleshooting LiveNX appliance. See Front / Rear Panels on page 127 for
the location of these ports.

To connect network cables:

* Use astandard Ethernet cable to connect these ports to your network.

Tip To reach LiveNX appliance through an SSH connection, you can use an Ethernet cable
connected directly between the Gigabit Ethernet port on LiveNX appliance and your PC or
laptop. LiveNX appliance ethO port is configured at the factory with a default static IP address of
10.10.10.21. The PC or laptop must be configured to be on the same [P subnet.

System Fans

LiveNX appliance has multiple cooling fans that are used to the cool the system chassis. If any one of the
fans fail, it should be replaced immediately. If your LiveNX appliance is under warranty, please contact Live-
Action Technical Support to arrange for a replacement fan.

Important! The chassis top cover must be properly installed in order for the cooling air to circulate
correctly through the chassis and cool the components.

Important! WARNING: Slide/rail mounted equipment is not to be used as a shelf or a work space.

AVERTISSEMENT: Le matériel monté sur rails/coulisseaux ne doit pas étre utilisé comme étagere
ou espace de travail.

Connecting Extended Storage to LiveNX Appliance

The storage capacity of LiveNX appliance can be increased through the addition of Extended Storage for
LiveNX appliance. Extended Storage is available in a configuration of 96 TB. Up to four Extended Storage
units can be added for a total of 208 TB (RAID10). If you purchased Extended Storage with LiveNX appliance,
the instructions to connect it to LiveNX appliance are provided below.

To connect Extended Storage to LiveNX appliance:
1. Make sure both Extended Storage and LiveNX appliance are powered OFF.

2. Selectasuitable location for both Extended Storage and LiveNX appliance. Both units can be installed
on a flat surface, or mounted in a standard 19-inch equipment rack.

3. Runthe SAS external cascading cable between the units so that the cable is not kinked, bent, or twisted.
The SAS external cascading cable is included with Extended Storage.

Note If you have multiple Extended Storage boxes, and the system is disconnected for any reason,
the cabling of the boxes needs to be exactly as it was before, otherwise the RAID won't be seen
correctly. To assist you with the cabling, every Extended Storage box is labeled with a number,
and every Extended Storage cable is labeled to the exact port it needs to get plugged into.
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4, Facing the rear of LiveNX appliance, insert one connector of the SAS external cascading cable into the
left RAID port (RAID 1) of the RAID controller on LiveNX appliance so that the release handle is on the
top. The connector is keyed and only fits in one way.

Note It may be necessary to remove the handle on the rear of the appliance in order to connect the
SAS external cascading cable into the left RAID port of the RAID controller.

5. Facingthe rear of Extended Storage, insert the other end of the SAS external cascading cable into the
RAID 1 port of the RAID controller on Extended Storage so that the release handle is on the top. The
connector is keyed and only fits in one way.

RAID 1 Port

Extended

Note Be certain the connectors are installed completely as it can look and feel as if the cable is
secured without actually making a connection. Give the connector body a tug, then push itin
again to be sure.

6. Turn on power to Extended Storage by pressing the power button on the front of the chassis. You may
see brief bursts of LED activity as the expander in Extended Storage scans the drives.

7. Turnon the power to LiveNX appliance. The system is ready for use as soon as the LiveNX appliance
boot sequence completes.

Starting / Shutting Down LiveNX Appliance
To start LiveNX appliance:
* Press the power button in the upper right corner on the front of the chassis.
To shutdown LiveNX appliance:
* SSH, or use a console connection to LiveNX appliance and use the ‘shutdown’ command from the

command prompt (admin@livenx):

shutdown -h now

Attaching the Front Bezel

To attach the front bezel:

* Attach the front bezel by inserting the locking hooks into the front chassis of LiveNX appliance. The
bezel should be centered between the two black tabs on the left and right of the LiveNX appliance
chassis.

Contacting LiveAction Support

Please contact LiveAction support at https://www.liveaction.com/contact-us if you have any questions
about the installation and use of LiveNX appliance.

An RMA (Return Material Authorization) number must be obtained from LiveAction before returning
hardware. Please contact LiveAction technical support at https.//www.liveaction.com/support/technical-
support/ for instructions.
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