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LiveNX is an intelligent, action-oriented software that provides real-time visualizations, deep monitor-
ing, configuration, and troubleshooting of multi-vendor network devices, with an easy-to-use graphical
user interface. The system consists of a lightweight, but highly scalable framework and multiple tech-
nology modules, each providing specialized software functions and feature sets. Technology modules
currently available are LiveNX QoS, Flow, Routing, IP SLA and LAN.

LiveNX delivers its network and application monitoring capabilities via two User Interfaces. The Oper-
ations Dashboard delivered via Web technologies is the primary interface and is built for Day 2 network
operations. The Engineering Console is delivered via a thick-client and is built for configurations (for
e.g., QoS policies) and caters to Network Engineers and Architects who want to perform deeper trou-
bleshooting tasks. This User Guide is built for users of the Engineering Console. For the User Guide
built for users of the Operations Dashboard, please refer to our complete documentation at https://
docs.liveaction.com/LiveNX.

LiveNX provides a different approach to network management that combines extensive device knowl-
edge with rich network visualizations. The software captures the actual router and switch configura-
tions to build a highly interactive “mental model” of the network, enabling users to literally “see” flows,
routes, and QoS policies operating in real time—across the network topology and deep inside each
device. The result is an incredibly true and relevant understanding of the network for fast and accurate
troubleshooting and highly informed decision making.

LiveNX is available as virtual, physical or cloud appliances. We support flexible deployment options
based on our Customers' requirements. LiveNX appliances are self-contained with operating system,
system libraries, applications, and utilities. As mentioned earlier, LiveNX supports two user inter-
faces—a web driven Operations Dashboard and a thick-client driven Engineering Console. The features
available and the number of network devices that can be managed concurrently depend on the license
purchased. The software includes a comprehensive collection of pre-configured device settings and
templates based on industry and manufacturer best practices that enable network engineers at any
experience level to perform advanced router functions with ease and confidence.

For monitoring, the software polls the remote network devices at a user-settable polling rate using
SNMPv2 or SNMPv3. The polling engine has been optimized to poll at a speed of up to 10-second
intervals for fast updating of information and values that show actual rather than averaged rates for the
instant, accurate feedback. The data is also stored in its own database for report generation and histori-
cal views.

About LiveNX 2


https://docs.liveaction.com/LiveNX
https://docs.liveaction.com/LiveNX

LiveNX Engineering Console User Guide

For configuration, the software includes an intelligent, knowledge-driven engine with self-contained
rules for each of the various technologies supported. Network engineers can connect to the routers
using Telnet or SSH for advanced, on-the-fly router configuration without the need to use the Cisco
command line interface (CLI).

Technology Modules

LiveNX is a modular software framework that enables live viewing and control of multiple device tech-
nologies using a single tool and a common user interface. Technology modules are currently available
for the following, with new modules added in the future as they become available:

* QoS

*  Flow

*  Routing
* IPSLA
* LAN

Configuration features

*  Full Modular QoS CLI (MQC) and Hierarchical Queuing Framework (HQF) configuration
support

*  Powerful editor engine for safely constructing a complex set of configuration changes offline,
validating the correctness and utility of those changes, and then applying them to the remote
device all at once

*  Easy-to-use, full QoS editor
¢ Custom inbound and outbound QoS policy editor
*  Graphical pie charts depicting bandwidth allocation among classes
*  “Snapshot” capability for capturing current configurations
*  Manual rollback feature to load previous snapshots into the device at any time
*  Application and removal of QoS policies for multiple interfaces
*  Ability to push QoS configurations to multiple devices easily
*  Hierarchical policy creation for advanced configurations and WAN shaping
*  Custom NBAR protocol definitions
*  Unknown port identification and NBAR protocol match creation
*  CLI command preview
*  GRE tunnel QoS and visualization
*  Pre-defined QoS policy templates based on Cisco and industry best practices

* Instant QoS policy creation using NBAR capabilities

Monitoring features

*  Rate-based NBAR graphs

*  Pre- and post-QoS graphs

* QoS packet drop graph

* Interface-level packet drop graph

*  Extreme low-level graphs of CBQoS statistics

Technology Modules 3
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*  Built in CBQoS MIB viewer

*  Ability to graph hierarchical policies
*  Multi-day interactive baseline graphs
*  Reporting capabilities

*  Export data and screen capture capabilities

Troubleshooting features

* QoS Audit capability across the network
*  Unknown port discovery

*  View QoS graphs across routers

¢ Topology-based QoS state indicator

QoS Module

The LiveNX QoS technology module monitors and configures Quality of service (QoS) on Cisco rout-
ers and Catalyst switches that support Modular QoS CLI. For more details, refer to Chapter 6, QoS5.

Flow Module

The LiveNX Flow technology module provides advanced system-level flow visualization, as well as
internal router and interface flow visualizations and graphs. For more details, refer to Chapter 7, Flow.
Features

*  Topology-based flow view across multiple devices

*  Supports Cisco NetFlow v5, v9 and flexible NetFlow, IPFIX, Juniper J-Flow, sFlow from various
vendors including Hewlett-Packard, Alcatel-Lucent, and 3Com

*  NetFlow views inside the router for tracing flows from ingress to egress

*  Full reporting capabilities

*  Flow based dashboards

*  Flow filtering based on DSCP, port, source address, or destination address

*  Flow tables with the ability to sort and select flows

*  Detailed information on individual flows

*  Works in NetFlow MIB and Collector modes

*  Ability to start and stop NetFlow data on a per-device basis

*  Flow graph per interface based on destination or source address, DSCP, or port

*  Ability to resolve IP addresses to hostname

Benefits

*  Faster troubleshooting of the network

*  Ability to view flows across the network

*  Ability to pinpoint entry and exit of flows

*  Improved visibility and understanding of the flows

*  Observe the effects of routing and PBR, such as route updates and asymmetric routing

QoS Module 4
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Routing Module

The LiveNX Routing technology module provides real-time routing-layer visualizations for Cisco net-
works. In addition, the module’s policy-based routing feature provides a high degree of control, allow-
ing users to route traffic easily and predictably over user-specified paths. For more details, refer to

Chapter 9, Routing.

Features

System-level topology view of active routes

*  Displays by protocol, directionality, and destination
*  Mouse-over displays individual route statistics

*  Next-Hop Routing visualization

*  OSPF and EIGRP neighbor adjacency

Device route-table views in graphical and tabular form

*  Shows destinations for interface

*  Displays all entries or filtered entries only

Route display filtering by protocol

*  Filters by direct and static routes

*  Filters EIGRP, OSPF, BGP, and RIP protocols

*  Filters per user and periodic downloaded static routes
*  Other filters: IS-IS, mobile, on demand, IGRP, EGP
Route display filtering by destination

*  Shows default route

*  Shows routes to destination IP address

*  Shows routes to destination network

Export function

*  Exports route and route table information for further analysis
*  Exports forwarding tables to CSV file (by device)
Refresh real-time updates of routing layer—refreshes all routes or specified routes only
Troubleshooting capabilities

* Displays routing loops and asymmetric routes

*  Alerts to routing instabilities

*  Detects black holes

*  Provides error summarization

Policy-based routing (PBR)

*  Configuration and editing of PBR and Set statements
*  Editing of existing route map configurations

*  Validates user entries to ensure PBR compliance

* Displays indicate where PBR is applied

*  Exports route map statistics

Routing Module 5
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* Displays static routes and PBR issues
*  Virtual Routing and Forwarding (VRF) visualization
* Displays virtual routing and forwarding tables

*  Exports VREF tables to CSV file

IP SLA Module

The LiveNX IP SLA technology module makes Cisco IOS IP service level agreement (SLA) operations
easily accessible for generating synthetic network traffic to monitor latency, loss, jitter, and mean opin-
ion score (MOS) for VoIP. For more details, refer to Chapter 10, /P SLA.
Features
* Latency, loss, jitter, and MOS performance measurements
*  System wide IPSLA hub and spoke and mesh configurations
*  Test types: DHCP, DNS, FTP, HTTP, ICMP Echo, Jitter, Path Echo, Path Jitter, UDP Echo
*  Traffic type configuration
*  Protocol type: more than 10 protocol types
*  DHCP: destination, source, circuit ID, remote ID, subnet mask
*  Test frequency setting
*  Jitter test parameters—VoIP codec simulation (G.711 ulaw, G.711 alaw, G.729a)
*  Mode: active or passive
*  Packet priority: normal or high
*  Precision: in microseconds or milliseconds
* 1P SLA topology view (real time)
*  Multiple colors for visualization
*  Loss indicators
*  Normal and above-threshold indicators
*  Lists of running tests (indicating source, type, status)
*  Quick and full test options
*  Set up responder at destination
¢ Start/Stop traffic tests
*  Edit, save, or delete test configurations
*  Export results to CSV file
*  Historical reporting (live update averages over timeline)
*  Variable sampling rates: from 10 seconds to 5 minutes
* Latency: milliseconds over time, microseconds for jitter
*  Loss: number of dropped packets

*  VoIP MOS range: 1-5

IP SLA Module 6
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LAN Module

The LiveNX LAN technology module provides real-time Layer 2 visualizations for networks, including
trunk interfaces, port channels, VLAN associations and bandwidth percentages. For more details, refer
to Chapter 11, LAN.

Features

*  Network Visualization

Automatic device discovery

VLAN trunk, port channel names

VLAN associations within a device

VLAN highlighting through a network

Input/Output bandwidth of each VLAN and port interface

*  Real-Time Monitoring

Trunk and access bandwidth information through network polling
Layer 2 QoS statistics including CoS, DSCP and IP precedence

Dropped packets, interface warnings through network polling at the VLAN level

Contacting LiveAction Support

Please contact LiveAction support at 11t1ps://www.liveaction.com/support/technical-support/ if you
have any questions about the installation and use of LiveNX.

An RMA (Return Material Authorization) number must be obtained from LiveAction before returning
hardware. Please contact LiveAction technical support at htips://www.liveaction.com/support/techni-
cal-support/ for instructions.

LAN Module 7
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About the Engineering Console User Interface

In the topology view, the objects in the main window represent network devices, subnets, and other
user-definable objects. The larger circles represent network devices. Individual interfaces are shown as
smaller circles inside the network device. Devices may be organized into groups that will appear as
annotated, colored rectangles.
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The top half of each interface represents inbound traffic and the bottom half represents outbound traf-
fic. The color of each half indicates its status—green indicates normal, orange indicates congestion, and
gray indicates the interface is disabled. Inbound and outbound bandwidth values for each interface can

be displayed by right-clicking on the device.
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Note

Note
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Technology Tabs
Click on a tab to show specific views and
information for QoS, Flow, Routing, IP SLA,
or LAN,

[T T e——

Manage Devices - o —
Discover - Find the devices on the network
Manage - Set configuration parameters

Expand - Expand to display device statistics

-
o~

CELOBRIIN b

_— - D

Tree View
Tree view shows the devices you added and
their interfaces

SANTESTI10

+ Click on Home to display the topalogy
view in the main window.

Double-click on a device ar interface to
display it in the main window.

Right-click on a device or interface to
display its menu options. To find a device
quickly in the topology view, use the
Zoom to Device feature,

CLEE8E00E0000800006000000CE0600866: 0

]

Basic Navigation

* To zoom, use mouse scroll wheel or press [Ctrl] [+] and [Ctrl] [-] A - To display the Topelogy (Home) view, click Home in the Tree view.

« To pan the network, click and drag the background area B - Connected ports appear as solid lines - wider lines depict greater bandwidth.
* To move objects, click and drag the object C - Devices appear as large circles. Double-click for device level view.
D
E

Main Window - (Topology View shown)

- Interfaces appear as smaller circles. Double-click for interface level view.
- Information legend identifies interface items and color coding.

View Menu

The View menu contains menu options related to the topology views. These options include:
*  Save Image — saves a PNG image of the current topology view

*  Fit to View — resizes the topology view to fit all the objects on the topology

*  Reset View — resets the pan and zoom of the topology to the default view

*  Reset Layout — resets the layout of the topology.

Any changes you made to the layout (moving devices) will be reset to the default layout.

*  Sync to Master Layout — synchronizes your current topology layout with the saved master layout

*  Save as Master Layout — saves the current topology layout as the “master layout.”

Only users with the admin role can save a master layout.

*  Show Bandwidths — toggles the display of bandwidth statistics on the topology (shown on the
interface icons)

*  Show ACLs — toggles the display of icons indicating that an ACL is applied to the interface
*  Show Legends — toggles the display of the legend in the lower-left corner of the topology

*  Scale Names — toggles a control to maintain a viewable font size for the device name and IP address
while zooming in and out in the system view. Default: Scale Names is enabled.

*  Force Subnet Display for All Interfaces — toggles a control to override cases where interfaces don’t
show its associated subnet cloud. Cases, where this occurs, are with SVI interfaces for which there
are no access ports associated with the VLAN and sub-interface parent interfaces with assigned IP
addresses. This is available for the admin user only.

*  Export Topology to Visio — allows exporting the topology view into a Visio file format. Click on
Export Main Topology to export the main topology. Collapsed groups will appear as collapsed
groups during the export. To show all devices, click on a group, select Expand All and then export.
Click on Export Group Topologies to export each group as a separate tab within Visio. Click to

View Menu
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highlight the desired groups to export. Click on Browse to determine the file location for the
exported .vdx file and then click on Export. This feature is supported using Visio 2013.

o .
/A Export Visio Diagram 3]

Visio File :sers\i.ive.hcﬁon Demo\Documents\4. 2\export_2_visio.vdx | | ;

[#] Export Main Topology
[¥] Export Group Topologies

[ Boot |[ concd |

Exporting and Importing a LiveNX Configuration

Configurations can be exchanged between different installed LiveNX clients in order to simplify envi-
ronment setup. To export a LiveNX configuration, first launch the Management Console from the
LiveNX server. Then go to the Manage menu and select Export Configurations. The configuration will
be saved to a configuration file.

To import a saved LiveNX configuration file, go to the Manage menu and select Import Configura-
tions. LiveNX must be restarted to load the imported layout.

Note Configuration exporting and importing functions are only available to the Administrator.

LiveNX Technology Tabs

The LiveNX software currently supports QoS, Flow, Routing, IP SLA and LAN. Settings and informa-
tion for each of these technologies can be accessed by clicking on the technology tabs or by selecting the
technology menus.

ek o
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Usage and Deployment Guidelines

LiveNX runs as an appliance (virtual, physical or cloud) and enables full control of network devices
from the appliance's location. The Engineering Console runs on a Windows or Mac computer as a cli-
ent through which a User can make configuration changes. The software updates the running configu-
ration of the device. For the changes to be permanent, you can manually invoke the device’s command
to save the settings to the device’s startup configuration.

Router or Switch

Running configuration

Startup configuration

LiveNX Interface Color Codes

The various colors used in the software indicate a specific status as shown in the table below.

Normal
Dark Green Normal and QoS pelicy exist on interface
Orange Congestion or drops occurring

Red High CPU or memory usage on device

Device or interface down

_ Polling to device turned off

Ifany error occurs on the graph, a red triangular indicator will appear. Causes of the errors may include
missed polling due to dropped packets, a non-responsive device, or other connectivity issues.

800

600

Khps

400

200

ko
13:23:47 13:24:27

Logical Topology (Preview)

The logical topology view allows LiveNX users to focus on a specific section of their topology.

LiveNX Best Practices

Web search, a daily ritual in our connected lives is highly effective due to tagging of information.
Wouldn’t it be great if you had a similar capability to search and ask questions related to the network?
LiveNX network semantics help you understand and troubleshoot their network better and faster.
Using LiveNX’s big data analytics platform you can tag network devices and interfaces to enable search,
reporting and dashboard capabilities. LiveNX provides a rich and flexible way to leverage network

Usage and Deployment Guidelines
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semantics. You have the capability to assign multiple tags to a device or interface to gain improved
understanding of the network and extract relevant data faster via search, reports or dashboard. Net-
work semantics can be leveraged to identify and create:

*  Groups

*  Sites and Site IPs

*  WAN Links

*  Service Providers

*  Labels

*  Capacity

*  Device and Interface Tags

¢ Data Centers

Groups

A group represents a collection of network devices and are created to easily view the relevant informa-
tion. When managing multiple network devices in LiveNX, it is recommended that you create groups.
Groups help visually and logically organize devices and enable easy access to critical information related
to the group. All network devices in a group are visualized on the topology as part of the group. In our
case, we have created multiple groups based on location e.g. LA, London, Santa Clara etc., as shown
below.

S mm - e wme - - — ey m e b e

Each group contains network devices managed by LiveNX and can be seen by expanding the group as
shown below. You can expand the group to see the network devices. Each network device can be further
expanded to see the managed interfaces. For each managed entity, LiveNX provides detailed informa-
tion about the device and interface.

e L

Groups 14
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LiveNX provides an intuitive and interactive topology as shown below. Groups enable visualization and
quick problem resolution on the topology map. Each square box on the topology corresponds to a
group with network devices and third-party flow elements contained within each group.

You can zoom in or out of a group for visualizing network devices and interfaces. Grouping capability
makes the topology scalable. Zooming in and out can automatically expand and collapse the groups
which make it easier to view all flow info to and from groups. You can double-click on a group to
expand a group. Zooming into a group shows network devices and third-party flow generating devices.
Each bigger circle in a group represents a network device while interfaces with ingress and egress are
denoted by arrows. Any issue on the device or interface is highlighted in red or yellow. Simply click on
the element to get additional details.

Additionally, a search filter applied to a particular group shows flow data related to all the devices in the
specified group only. This helps narrow traffic flow visualization and makes for easier troubleshooting.
The figure below shows the flows related to group Santa Clara when a filter for group=Santa_Clara is
applied.

Grouping devices are also important to help visualize the flows ingressing and egressing a collapsed
group. The ingress and egress flow from a group can be to another device or another group as shown
below.

Collapsed groups also increase the performance of LiveNX by efficiently rendering the devices on the
topology. You can simply zoom into a group to see the details.

Groups
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Sites and Site IPs

The site is another label that can be assigned to a network device. Sites are not visually displayed on the
topology. However, sites are a logical grouping of devices and used for searching, running reports and
observing data on the dashboard. LiveNX recommends that you should assign network devices to a site
and make the site name correspond to the group name (e.g. if you have created a group LA and assigned
network devices to the group, assign site LA to those same network devices). Typically, a site corre-
sponds to the geographic location of the branch/data center. Once sites are assigned to devices, site info
can be used to run flow queries, reports and dashboard. Sites created in the figure below are the same as
the groups created in LiveNX.
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In addition to assigning a site to device(s), site also has a Site IP field as shown below. Site IP field can
contain multiple entries and can be either an IP range or IP addresses. Providing Site IP information
enables LiveNX to display relevant flows to and from sites, helping identify site-to-site traffic.

Site

b

Site _London ~

P 1198.19.2.0/24
10.0.2.1

Enter IP address ranges in CIDR format

>

Sites and Site IPs 16
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When troubleshooting an issue between two sites, you can use site search queries to filter flows between
applicable sites and relevant application(s) for quick visibility and faster troubleshooting. For example,
if an admin wants to view all the flows originating from a site (Santa Clara), they can simply enter a
query flow.ip.site.src=Santa_Clara with the result being shown below.

 Search Mow.p.ste.sre=tants Oarsl

In addition, the admin can further narrow down the query to show flow data only between two specific
sites. In our case, we are interested in the source as Santa Clara and destination being Palo Alto. The
query will be flow.ip.site.src=Santa_Clara & flow.ip.site.dst=HQ-Palo_Alto with the result shown
below.

Sy e —————) |

WAN and Service Provider

LiveNX recommends tagging all WAN links in the network. When filtering flows, you can use the WAN
filter to see traffic related to WAN flows only. Filtering traffic for WAN shows the usage of WAN links
and the major consumers of bandwidth. A WAN link can be identified by simply checking the WAN
check box. In addition to the WAN check box, another label called Service Provider is available for fur-
ther identification of the WAN link. You can use this field to either identify the name of the Service Pro-
vider or the type of link e.g. MPLS, Internet etc. Links depicted as WAN with the Service Provider label
is displayed on the LiveNX topology and helps visualize WAN related info. In our example, the network
admin has filtered the flows based on the site and WAN provider.

WAN and Service Provider
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Label

You can also assign a label to interface(s). Labels are an additional identifier that can be used to search
and filter the information available. Simply assign a label to the interface by selecting a previous label or

adding a new one.

Detals

Interface Details &
Interface name

Ethermetl/12

P address

12.33.223.132

outsice

Capadity 100000 | Kbps
Service Provider £
WAN
Hame ATT b
Remove unused service providers
Tags 2
‘ Tag Used
I Frewsl

Capacity

Capacity field denotes the capacity of an interface. Often, the configured capacity/bandwidth of an

interface can be different from the maximum bandwidth of the physical interface. Once you have con-
figured the capacity, the capacity information is leveraged for capacity planning reports. It is important
to configure the capacity of interfaces for accurate 99th and 95th utilization. Leveraging the percentile

utilization helps in accurate capacity planning.

Label 18
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You can see interface details by simply zooming in on a network device on the topology. The topology
shows the device with the bigger circle with all its interfaces within that circle. Each interface has an
ingress and egress and the capacity shown is the bandwidth of that interface.

Device and Interface Tags

Tags can be assigned to network devices or interfaces. You can use tags to filter flows in their search que-
ries. Tags assigned to network devices or interfaces do not show up visually on the topology, however,
they are helpful in filtering flows. The figure below shows the ability to visualize and filter flows based
on tags. In this case, we have applied a filter site=HQ&tag=firewall which shows only the flows related
to the device(s) tagged as firewall.

Color Mapping By DSCP
0 @8)
=267M8 | 196 fows
W52
25 (1) 2
34 (aF41) Tags 2
u (2

Remove unused sites

s Tag Used

V| frewall 1
| outside 1

Reporting

LiveNX also provides the capability to leverage its extensive reporting capabilities with network seman-
tics. Network instrumentation and flows generate a lot of data which has to be processed in a meaning-

Device and Interface Tags 19
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ful way for accurate decision making (e.g. a user can run site to site reports by simply running a Site
report). If the sites are properly identified, the report represents the flow data between sites.
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You can further filter the data in the report by using search queries similar to the ones identified in the
Sites section. In our case, we run a site-to-site report between Santa Clara and Palo Alto with Santa
Clara as the source and Palo Alto as the destination. The report in the image below shows the traffic

between those two sites only with the query flow.ip.site.src=Santa_Clara & flow.ip.site.dst=HQ-
Palo_Alto.

Search flow.ip site.src=Santa_Clara & flow.ip.site.dst=HQ-Palo_Alto

P

LiveNX provides a rich variety of network semantics to filter relevant flow information and enable
faster troubleshooting. Adding semantics is an evolutionary exercise as you get increasingly familiar
with LiveNX and the power of semantics. As a starting point, we recommend that you:

*  Create groups to organize and visualize network devices on the topology

*  Assign sites to devices that correspond to the groups

*  Identify and check the WAN links and identify the Service Provider or the type of link
*  Assign capacity to the WAN interfaces and critical network interfaces

Labels and Tags can be part of an ongoing effort to effectively help in troubleshooting

Reporting 20



Dashboard

In this chapter:

About the Dashboard
QoS Dashboard . . . .
WAN Dashboard . . .
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About the Dashboard
Technology Dashboards

The LiveNX Dashboard provides real-time system-level alert and device status information. The Dash-
board section is segmented into the flowing actionable areas, on the left Search, and subject tree, and on
the right five subject tabs QoS, Flow, Routing, IP SLA, and WAN. Due to the system level, the dash-

board can also be configured to open upon start-up of the LiveNX client.

Dashboards are segmented into two areas, the Menu tree on the left-hand side and the Display area. To
enable automatic startup, go to the Dashboard, click on the drop-down in the top left-hand corner of
the device tree view and enable Open at startup. Each Dashboard consists of a set of predefined widgets.

Below is an example of the System Dashboard in the Java client.
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The Action bar of the Dashboard (on the left) displays a set of actions that can be taken, each of these

actions is covered in the corresponding topic Chapters:
*  Alerts — Chapter 4, Alerts and Notifications

*  Reports — Chapter 5, Reporting

System Dashboard

The System Dashboard presents a snapshot of the resources in the network, it lists the Alert count, and
a set of widgets that display the status of Top devices in each category, CPU, Memory, Interface Band-
width and Drops, and WAN Utilization. Within each widget the order can be displayed from Highest to

Lowest, or vice-a-versa by clicking on the title bar within each widget.

About the Dashboard
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|System| Application QoS | Flow | 1P SLA| WAN
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wp. EREY EAPSLA 1131
Discover Devices 300 0
o ! i | e, g
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RTR Seattle [} 7% 8% |RTR Birmingham - 16% . 16%
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Site WAN Interface in the action column will display The Site — WAN Interface report. This report pro-
vides a historical summary of the QoS properties of all the interfaces that are defined as WAN inter-
faces, grouped by Site tag.

System Alerts

The System Alerts — 24 Hours charts the total number of generated alerts within the last 24 hours. The
chart uses a rolling window format. The most recent count of alerts is generated at the right edge of the
chart and older data is moved to the left until any data beyond 24 hours is deleted from the chart.

System Alerts - 24 Hours
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The legend to the right of the System Alerts chart is a tabular summary of the total generated alerts for
the chart duration. Use the check box alongside each alert type to enable or disable viewing the alert
category from the chart.

The charts and tables below the System Alerts graph provide real-time average data for the dashboard
time duration selected. Four-time durations are available: last 15 minutes, last 30 minutes, last 1 hour
and last 4 hours. Default is last 15 minutes.

Top CPU Usage

The Top 10 CPU usage chart is a bar chart summarizing the top 10 devices with the highest average and
peak % CPU usage. Click on the Device header to list the ten devices in alphanumeric order. Click on
the Avg header to toggle the chart to sort from the lowest to the highest average % CPU usage. Click on
the Peak header to toggle the chart to sort from the lowest to the highest peak % CPU usage. Default is
top 10 devices with the highest average CPU usage.

System Alerts
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Top 10 Memory Usage

Device Avg w1 pPeak

LA2921-RO1 [ 48 % I 48 %
T02921-R0O1 1 43 % I 43%
DC-ASA5515x | 39 % I 39 %
HNL-ASA| " pevice CPU/Memory Usage Report 34% N 34 %
DC-Corel wouw e —— 33 % I 33%
cat2960SCOPE_1-15 I 33 % I 33%
cat2960SCOPE_1-14 | — 33 % I 33%
APN-AS-17 ] 299% N 29%
APN-DS-16 [ 28 % N 28%

Right-click on an entry in the table and then select View Graph to bring up a historical Device CPU and
Memory Usage time-series report. The report will automatically use the selected device.

LJ [J QoS Reports
X~ Type here to filter repc
¥ Reports

Device CPU/Memory Usage

11/14/16, 03:15:00 PM to 11/14/16, 03:30:00 PM  Data bin: none

Interface Bandwidth
Interface Utilization

Interface Bandwidth Corr 1h ¢ 1v d 90d 1y Custom
ot (| ETTTE—— W
NBAR Comparison
NBAR and Post-Policy
Pre-Policy and Post-Polic CPU and Memory Usage
Pre-Policy and Post-Polic 100
Pre-Policy and Post-Polic
Top CPU Usage 9%
Top Memory Usage #
Top Interface Bandwidth
Top Interface Drops 70
Top Class Bandwidths & o
Top Class Drops K]
Site Bandwidth £ o
Interface Burstable Rate g
Site WAN Interface Utiliz g 4
Site Alert
Site Alert Detail .

v Custom Reports 2
@ cpu vearlv

10
Report Actions 0
Nov 14, 03:16 PM Nov 14,0318 PM Nov 14,0320 PM Nov 14,0322 PM Nov 14,03:24 PM Nov 14, 03.26 PM Nov 14,0328 PM
e Name Average Peak
Save As O cpu usage 99% 99%
B Memory Usage 27% 27%)

Schedule

PDF

Help

Top 10 Memory Usage

The Top 10 Memory usage chart is a bar chart summarizing the top 10 devices with the highest average
and peak % memory usage. Click on the Device header to list the ten devices in alphanumeric order.
Click on the Avg header to toggle the chart to sort from the lowest to the highest average % memory
usage. Click on the Peak header to toggle the chart to sort from the lowest to the highest peak % mem-
ory usage. Default is top 10 devices with the highest average memory usage.

Top 10 Memory Usage 24
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Top 10 Memory Usage

Device
LA2921-R0O1
TO2921-R0O1
DC-ASA5515x
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/1 33 % 33%
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[ 28 % N 28%

Right-click on a device name in the table and then select View Graph to bring up a historical Device
CPU and Memory Usage time-series report. The report will automatically use the selected device.

QoS Reports

Interface Bandwidth
Interface Utilization
Interface Bandwidth Compe
Interface/Interface Drops
NBAR Comparison

11/14/16,

PA-3850 <

45:00 PM to 11/14/16, 03:00:00 PM

ly Custom

Device CPU/Memory Usage

Data bin: none

[ I Execute Report
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Pre-Policy and Post-Policy

Pre-Policy and Post-Policy (
Pre-Policy and Post-Policy [
Top CPU Usage

Top Memory Usage

Top Interface Bandwidths
Top Interface Drops

Top Class Bandwidths

Top Class Drops

CPU and Memory Usage

Site Bandwidth
Interface Burstable Rate
Site WAN Interface Utilizati(
Site Alert
Site Alert Detail

Custom Reports

Percent Usage

Report Actions 0

Nov 14, 02.46 PM
save _—
[ Name

O cpu usage

M Memory Usage

Save As

Schedule

PDF

Help

Nov 14, 02:48 PM

Nov 14, 02:50 PM
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65%
36%
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66%
36%

Top 10 Interface Bandwidth (Input or Output)

The Top 10 interface bandwidth table lists the top 10 interfaces with the highest bandwidth. Use the
drop-down to select between Input Bandwidth and Output Bandwidth. Default is Output Bandwidth.
Click on any column header to re-sort the top interfaces alphanumerically by interface, device or
description or numerically by either input or output bandwidth.

Top 10 Interface Bandwidth  Output BW (Kbps)

Interface Device Description Input BW (Kbps) | Output BW (... = !
Vlan180 C5-C3850-23-31 Performance-Test... 37,273 41,803
GigabitEthernet... CS-C3850-23-31 PE o — —— 34,566
Vians0 PRSI interface Utlization Report | 30,730
GigabitEthernet... C5-C3850-23-31 DELL 234 VMNIC-1 227 24,393
CigabitEthernet... CS-C3850-23-31 PERF SERV2 34,579 6,406
GigabitEthernet... CS-C3850-23-31 to Dell Server4 TMA 19,007 4,861
GigabitEthernet... C5-C3850-23-31 to DELL 233 VMNI... 20,721 3,113
CigabitEthernet... CS-C3650-23-36 To-CS-WAN 798 2,278
GigabitEthernet... C5-C3850-23-31 2017-TO-ISR-4331 832 2,256
Vlan52 CS-C3850-23-31 CORE-SITE Samp... 19,481 2,244

Right-click on an entry in the table and select View Bandwidth Chart to generate an Interface Utiliza-
tion Report.

Top 10 Interface Bandwidth (Input or Output) 25
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Interface Utili:
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Top 10 Interface Drops (Input Drops or Output Drops)

The Top 10 interface drops table lists the top 10 interfaces with the highest number of drops. Use the
drop-down to select between Input Drops and Output Drops. Default is Output Drops. Click on any
column header to re-sort the top interfaces alphanumerically by interface, device or description or
numerically by either input or output drops.

Top 10 Interface Drops Output Drops (pps)

Interface Device Description Input Drops (pps) [Output Drop... ¥1
FastEthernet Interface/Interface Drops Report 1,129 1,278
CigabitEthernetuy 1 tAZYzZ1=RUL 0 35
GigabitEthernet0/0/1 DC-WAN-Router connection to Tor... 0 <1
GigabitEthernet4 DC-MPLS 0 <1
/Common/input PA-F5LBM 72 0
lo LiveSensor-PA 0 0
ethO LiveSensor-PA 0 0
ethl LiveSensor-PA 0 0
eth2 LiveSensor-PA 0 0

Right click on a table entry and select Interface/Interface Drops Report to generate a comparison inter-
face/interface drops report using the selected device and interface.

[T e QoS Reports

Q- Type here to filter repo

¥ Reports

oMl Interface/Interface Drops

Intetface Bandvith 11/14/16, 03:15:00 PM to 11/14/16, 03:30:00 PM  Data bin: none
Interface Utilization
h 1d 1 i 90d 1y Custom

PA-9372 Ol . W chernet/s Ml Outbound OBl Exccute Report

NBAR and Post-Policy

Pre-Policy and Post-Policy Interface Interface in Pps Options ~
Pre-Policy and Post-Policy ¢ Name Average  Peak
Pre-Policy and Post-Policy [ M unicast 21,514 27,

Top CPU Usage
Top Memory Usage
Top Interface Bandwidths
Top Interface Drops
Top Class Bandwidths
Top Class Drops
Site Bandwidth 10,000
Interface Burstable Rate
Site WAN Interface Utilizatic
Site Alert
Site Alert Detail 0
Custom Reports

20,000

Pps

Nov 14, 03:19 PM Nov 14, 03:24 PM Nov 14, 03:29 PM

Interface Drops Interface drops in Pps Options ~
11,000 Name Average  Peak
Report Actions B interface Drops O... 9,631 10,
10,000

9,000
8,000
7,000
6,000
5,000
4,000
3,000
Help 2,000
1,000

Save

Save As

Schedule

Pps

PDF

Nov 14, 03:19 PM Nov 14, 03:24 PM Nov 14, 03:29 PM

Top 10 Interface Drops (Input Drops or Output Drops) 26
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Site WAN Interface

The Site WAN Interface Utilization table lists all sites defined as WAN sites in the System Device View
and site details including labels, capacity, input and output average and peak %. The Input Average and
Input Peak % is computed by taking the percentage of input or output measured bandwidth relative to

the user-defined capacity value in the system table. If the user-defined capacity field is blank, then the
In and Out Capacity fields will be blank.

Site WAN Interface Utilization

Site a1 Label Capacity Input Avg Input Peak Output Avg Output Peak CPU Avg CPU Pezk Memory Avg Memory Peak

BOS To-AT&T 10,000 30% Il 38% I 34% 38 % I 99 NN 99 % M 2sx M 25%
CHI To-Verizon 10,000 35 % 43% 30 % 40 9% I 99 % NN 99 % M 27% M 27%
CHI To-GVs 10,000 30 % Il 37% 34 % N 43 % I 9o % NI 99 % 27% M 27%
CHI 10,000 15% 0 19% 0% 09 I 99 % NN 99 % M 27%x M 27%
CHI 10,000 § 5%l 19% 0% 0% I 99 % NN 09 M 27% M 27%
Chicago 100,000 0% 0% 0% 0%l 4%l s%ll 1%l 11%
Chicago 100,000 0% 0% 0% 0% 4%l 5%l 1%l 11%
Chicago 1,000,000 0% 0% 0% 0%l 4%l sx%l 1%l 11%
Chicago 1,000,000 0% 0% 0% 0%l 4%l sx%l 1%l 11%
DataCenterCA 1,000 0% 0% 0% 0% - 38% Wl 38%
DataCenterCA 1.000 ne nw nw 0o | 20 o IR T X3

Right click on a field in the Site WAN Interface Utilization table and choose among three reports: Site
Bandwidth, Interface Utilization, or Device CPU/Memory Usage. For each report, LiveNX automati-
cally uses the selected device and interface; inbound is also selected as the default direction.

Site Bandwidth report

L) QoS Reports

¥ Reports
Device CPU/Memory Usa
Interface Bandwidth

Site Bandwidth

11/14/16, 03 0 PM to 11/14/16, 03:30:00 PM

Interface Utilization
Interface Bandwidth Con ih ‘6h 1d )d 90d 1y Custom
Interface/Interface Drop e T ooy
NBAR Comparison

NBAR and Post-Policy
Pre-Policy and Post-Polic
Pre-Policy and Post-Polic
Pre-Policy and Post-Polic 10,000 {
Top CPU Usage

Top Memory Usage

Top Interface Bandwidth

Top Interface Drops 2
Top Class Bandwidths X
Top Class Drops
te Bandwidth
Interface Burstable Rate
Site WAN Interface Utiliz
Site Alert
Site Alert Detail
ol
¥ Custom Reports Nov 14, 03:16 PM Nov 14, 03:18 PM Nov 14, 03:20 PM Nov 14, 03:22 PM Nov 14, 03:24 PM Nov 14, 03:26 PM Nov 14, 03:28 PM
@ cpy vearly
[ Tiabel Capacity (Kbps) Device Interface Average (Kbps) Peak (Kbps) |
/€21 To-verizon 10,000 c1941-E5-12 GigabitEthernet0/0 3,455 4,300
Report Actions 0 To-cvs 10,000 c1941-ES-12 GigabitEthernet0/1 3,018 3,739
0 10,000 €1941-ES-12 Vian168 1,504 1,862
Save L] 10,000 c1941-ES-12 Vian101 1,504 1,863
Save As
Schedule
PDF
Help

Interface Utilization report

Site WAN Interface 27
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QoS Reports
¥ Reports
Device CPU/Memory Usa
Interface Bandwidth

Interface Utilization
11/14/16, 03:15:00 PM to 11/14/16, 03:30:00 PM
0 y Custom

Lconese _Ell_ Jl cosvetnermeon B
[ Avosn |4

Data bin: Polling Rate

inte n
Interface Bandwidth Con :
Interface/Interface Drop
NBAR Comparison

NBAR and Post-Policy
Pre-Policy and Post-Polic

® sandwidtn @ Lsization

Pre-Policy and Post-Polic
Pre-Policy and Post-Polic
Top CPU Usage

Top Memory Usage

Top Interface Bandwidth
Top Interface Drops

4,000

Top Class Bandwidths
Top Class Drops
Site Bandwidth
Interface Burstable Rate
Site WAN Interface Utiliz
Site Alert
Site Alert Detail

¥ Custom Reports

3,000

Report Actions

save

Interface: GigabitEthernet0/0 - 10.0 Mbps

| Execute Report ]

Interface Bandwidth in Kbps Options ~
Name Average  95th 99th
@ inbound Bandwidth 3,455 4,156
O inbound Peak Ban... 3,455 4,156
B Outbound Bandwi.. 3,035 3,649
(@ Outbound Peak B. 3,035 3,649

0
Nov14,0316PM  Nov14,03.18PM  Nov 14, 0320PM  Nov14,0322PM  Nov14,0324PM
Save As

Schedule
POF
Export to CSV

Help

Device CPU/Memory Usage report

® [ ] QoS Reports

Nov14,0326PM  Nov 14,0328 PM

Type here t
¥ Reports

Device CPU/Memory Usage

11/14/16, 03:15:00 PM to 11/14/16, 03:30:00 PM  Data bin: none
th 6h 1d 1w 30d 90d 1y

Interface Bandwidth
Interface Utilization
Interface Bandwidth Cor
Interface/Interface Drop
NBAR Comparison

Custom

C1941-€5-12

[ I execute Report

NBAR and Post-Policy
Pre-Policy and Post-Polic

Pre-Policy and Post-Polic 100
Pre-Policy and Post-Polic
Top CPU Usage 9%
Top Memory Usage ™
Top Interface Bandwidth
Top Interface Drops 70

Top Class Bandwidths
Top Class Drops

Site Bandwidth
Interface Burstable Rate

Percent Usage

CPU and Memory Usage

Site WAN Interface Utiliz 40
Site Alert
30
Site Alert Detail
v Custom Reports 2
@ cpu vearlv
10
Report Actions
Nov 14, 03:16 PM Nov 14,0318 PM Nov 14,0320 PM Nov 14,0322 PM Nov 14,03:24 PM Nov 14, 03.26 PM Nov 14,0328 PM
Save
Name Average Peak |
Save As O cpu usage 99% 99%
M Memory Usage 27% 27%|
Schedule
POF
Help

Application Dashboard

The Application Dashboard presents a snapshot of the Applications transiting the network, it lists the
Application groups Bit Rate, and a set of widgets that display the status of Top Application by, Bytes/
Flows, Performance, Voice/Video Performance, and HTTP Host. Within each Widget, the order can be
displayed from Highest to Lowest, or vice-a-versa by clicking on the title bar within each widget.

Application Dashboard 28



LiveNX Engineering Console User Guide

= oo T T T e
Srstem QoS | Flom | 1P SLA | WAN-PIR
[ =
Pl Sasrvns wa N e v AN Apphentians - ]
sagern
15m 30m Lhe 4hr
s « | Applcation Group 1/18/14, 11:09:00 A b2 11/30/34, 11:13:00 44
-
Top 10 Applicatien Groups I = Top 10 Appécation Group Perfarmence A Ao Dey v
e Covne } -
e 50 Ropbcrtion Geow e Fiow Applcaton Genp Mg el Fows
- wmm X & Baresmioos o Wime v
Colpre i Busresetops nra 2 |G ke e L™ o o
Contigre Fom
 Aewcation ® |
Nokcaion Petormnce b
Merage Agpicaton Groxg
Last 24 Mours.
*Mecs
4
2
B iman
b IZO0PM W 17 0200PW M 17 0400FW W 17.0600PM Mo 17, 0600PW W 17 00PM Mo R IZ00AM Mo IRO2OCAM  Mey SLDAD0AN  Wer IROSDCAM My WOBOCAM e B OO0 AM
e f datasess: 2 a
esheation Crue T Fems Total bytes et Packess p——— Avernge Pacuet fate Peak 8 e Pesi rocket he
B Romn onzn i e e P Limes e
¥ Busressdon. 2m e LML e e el Pxn,

In the top right, there is two drop-down selections that provide more granularity for the dashboard.
The first is used to display the results per site or all sites. The Second is used to display the results per
application, or all applications.

The Application Performance in the Action menu will open the Flow reports section which is covered
later in this chapter.

The Manage Application Groups will open the Manage Application Dialog which allows the user to
manage the Application groups by adding, deleting or editing the groups already defined.

QoS Dashboard

The QoS Dashboard presents a snapshot of the Quality of Service Policies active within the network, it
lists the QoS Alert Rate, and a set of widgets that display the status of Top QoS Status by, Input Band-
width, Output Bandwidth, Input Drops by Bitrate, Output Drops by Bitrate, and Application Band-
width. Within each widget the order can be displayed from Highest to Lowest, or vice-a-versa by
clicking on the title bar within each widget.

System Application [ QoS Fiow 17 SLA | WAN

Discover Devices

Maln * | QoS Alerts - 24 Hours
Alerts Count.
Repors M Class cropped rare 558
9 Class-default dro... 14
2 interface dropped o
Class pre-policy .. o
sep, £ W Clss postpolicy - o
o
o

B2 Class dropped pac
INBAR protocol dat...
Manage Devices

Define Sites

Configure Alerts. rm 0400 AM 06:00 A o800 A 1000 A 1200pM 0200 0400 P os00pr

QoS Policy £ 15m 30m 1hr 4hr
Qos System Audit
Qos status 08/19/19, 05:45:00 PV to 08/19/19, 06:00:00 PM
Top 10 Ciass Input Bandwidth (Precpoiey [ () Exclude class-defait Top 10 Class Output Bandwidth _Post-policy [ ) Exclude class-default
T meriace Device Topat bW (<o) Cioss Tnerince Device Gutput oW (keps)
SET_DSCP/SET_DSCP_VOICE _ GigabitEthernet2 RTR-DC-MPLS 793 . RTR LosAngeles 195
SET_DSCP/class-default  Cigabitthernet3 RTR Madison a7t : RTR Birmingham 188
MoritorUsingNbar,GI3_n_0...Gigabitethernet3 RTR Louisille 305 RTR Lousuille 187
MonitorUsingNbar_GI3_n]c... GigabitEthernet3 RTR London 267 - RTR Sanjose 182
(DSCP/clas.default  GigabitEthemet3 RTR Sanjose 227 : RTR Austin 120
SETDSCP/class-default__ Gigabitithernet3 RTR Seatle 217 RTRLondon 118
SETDSCP/SET DSCPVOICE  Gigabitthernet3 RTR Seattle 110 - RTR Madison m
SET_DSCP/SET_DSCPVOICE  Cigabitthernet3 RTR Madison 8 : RTR Seattic 101
SET_DSCP/SET_DSCPLVOICE _ CigabitEthernets. RIR Sanjose 5 RTR Madison &
SET_DSCP/SET_DSCPVIDED  Gigabitthernet3 RTR Seattle 81 - RTR London 8
Top 10 Class Input Drops By Bitrate  Exclude classdefault Top By Bitrate
T mertace Device Topat oW (<o) = [ams Tnertnce Device Gutput oW (kbps) =
SET_DSCP/SET_DSCPVOICE _ GigabitEthernets. RTR Sanjose [ RTR Madison 363
Ingress_Policer_VolPNolP... Gigabitethernet2 RTR LosAngeles Pt RTR Seattle 115
SET_DSCP/class-default  CigabitEthernet. RTR Sanjose o RTRLondon 8
SETDSCP/class-default  Gigabitthernet3 RTR Seattle 0 RTR Austin I
SETDSCP/class-default  Cigabitithernet3 RTR Madison 0 RTR Bimingham n
SET_DSCP/class_default  CigabitEthernet2 RTR-DC-MPLS o RTR Seattle 7
SET_DSCP/SET_DSCPVOICE... Gigabitthernet3 RTR Sanjose 0 RTR Louisuille 6
SET_DSCP/SET_DSCP_VOICE... Gigabitthernet3 RTR Seattle 0 RTR_LosAngeles a
SET_DSCP/SET_DSCPVOICE...GigabitEthernets. RTR Madison o RIR Louisuille I
SET_DSCP/SET_DSCPVOICE...Gigabitthernet2 RTRDC-MPLS 0 RIR Brmingham 0
Top 10 Application Bandwidth
Aopleation(NBAR) Tmerace v St () ~
staistical-conf-audio Gigabitithernet3 RTR-DC-MPLS 531
nown Gigabitthernet3 RTR-DC-MPLS 262
staistical-conf-audio Gigabitithernet2 RTRDCMPLS 230
tne-static Gigabitktheret2 RTR Madison 2
‘utlook-web-service GiasbitEtherne2 RTR-DC-CORE 144

QoS Dashboard 29



LiveNX Engineering Console User Guide

TR E L CE T . L L T L o

(LB L

it SEalun S LA, el B R T ] L, G
o 18 (his gl Rasdwidih Svrin o [ TeLE S el Bap 18 Ching. Gl Bonleilih Sedio s | Fobds oesSfas
A e el bt T (o] L P—— Bt L it
L g e L] AT - [V
o il oy e e T -y Iy A - e
| ol ey, Sl P ATamy R e F grams ™
L) i TP e ] LT S b ] -
L sy T P L Afimeanen o Fa v ] am
- T | {Liteya =y » e AT Ry -
e ki S g i rEErE Linlima e L
[ fmch P A ¥ qit bl 1 - W
e termn S L CECTEA A . i e 5
L Tl ewr— e £ ——— i cras [
T 1 Clin g v By eaba [ i M 10 i, st g By Bp g [ e i
e tertmn Sme At Wk [ i fmt v Cabal B ]
e, P Rt | CELTHAS T B ey Pl b FE AL v
- L ] i T T = i i "
e A s Fe vy & A s and™ i i i s A s O A L]
e ek bk e 6 o ahd™n [ S —— [ ’
i et BVl B I R L ] A ¥
| —— - ——— [ S S - —— FEp==—hp— b
[N - —— e —— [ S S W FEr——— "
[N i — T § sy dpre—ih by P
i Fastraran i D, i e [rr— LTy "
r——— e TEATE A FH——— L LA v

g {WAR e e ket W [mpac]
1] g b G - =
—— L - T ymy
L] P ] T e
e B P S B =
A [ s i ] - -
won A Pl Pl | CE= SN . ~

The QoS System Audit in the Action menu will open the Policy and Performance Audit Report which is
covered later in this chapter. Right-clicking on any of the widgets will give the user the option to view
the Pre- and Post-Policy graphs for the policy selected.

QoS Alerts — 24 Hours

The QoS Alerts — 24 Hours charts the total number of generated QoS related alerts within the last 24
hours. The chart uses a rolling window format. The most recent count of QoS alerts is generated at the
right edge of the chart and older data is moved to the left until any data beyond 24 hours is deleted from
the chart.

QoS Alerts - 24 Hours

Alert Count
V| Interface dropped packets 6,569
V| Class dropped rate 1,858
7 Class-default dropped p... 1,116
V| Class pre-policy data rate 0
|Vl Class post-policy data rate
7 J Class dropped packets
VIINBAR protocol data rate

Alert Count
coco

06:00 PM  08:00 PM  10:00 PM  12:00 AM 02:00 AM 04:00 AWM 06:00 AM 08:00 AM 10:00 AM 12:00 PM  02:00 PM  04:00 Pl

The legend to the right of the QoS Alerts chart is a tabular summary of the total generated QoS alerts
for the chart duration. Use the check box alongside each alert type to enable or disable viewing the QoS
alert category from the chart.

The tables below the QoS Alerts graph provide real-time average data for the dashboard time duration
selected. Four-time durations are available: last 15 minutes, last 30 minutes, last 1 hour and last 4 hours.
The default is last 15 minutes.

Top 10 Class Input Bandwidth Pre- or Post-Policy

Right-click on an entry in the table and then select View Graph to bring up a Pre-Policy and Post-Policy
comparison graph for the selected device, interface and Inbound direction.

QoS Alerts — 24 Hours 30
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Top 10 Class Output Bandwidth Pre- or Post-Policy

The Top 10 Class Output Bandwidth table summarizes the top 10 interfaces with the highest input
bandwidth, class, interface and device name. Click on the Pre-Policy or Post-Policy to choose between
the two options. Click on the Exclude class-default check box to remove any class-default from the top

10 list. The default is off.

Top 10 Class Input Bandwidth Pre-Policy | Exclude class-default
Class Interface Device Input BW (Kbps)
CameraShap¢  pre-Policy and Post-Policy Report 2 3,459
MonitorUsing 12 2,209
MonitorUsingNba... GigabitEthernet0/1 c1941-ES-12 544
VLAN1_SET_DSCP... Vlanl c2921-ES-13 237
MonitorUsingNba... GigabitEthernetO/1 c1941-ES-12 173
VLAN1_SET_DSCP... Vlanl c2921-ES-13 81
MonitorUsingNba... GigabitEthernetO/1 c1941-ES-12 77
MonitorUsingNba... GigabitEthernet0/1 c1941-ES-12 18
MonitorUsingNba... GigabitEthernet0/1 c1941-ES-12 3

Right-click on an entry in the table and then select Pre-Policy and Post-Policy Report to bring up a Pre-
Policy and Post-Policy report for the selected device, interface and Inbound direction.

Report Actions

ssssss

o fil

Pre-Policy

Before QoS - by Class in Kbps Options ~

ser_osce E

I SET_DSCP_VOICE 793 527
" DSCP_VIDED 53 55

& O dass-defaut < <
B SET_DSCP_CRITIC.. o o
B SET_DSCP_VOICE.... o o

After QoS - by Class in Kbps Options ~

ser_osce B

Name
I SET_DSCP_VOICE 793 527
B SET_DSCP_VIDEO 3 55
0 class-defaut < <
B SET_DSCP_CRITIC.. o o
SET_DSCP_VOKCE ... o o

Top 10 Class Output Bandwidth Pre- or Post-Policy 31



LiveNX Engineering Console User Guide

QoS Reports

¥ Reports
Device CPU/Memory Usa
Interface Bandwidth
Interface Utilization
Interface Bandwidth Con >
Interface/Interface Drop

1w 30d 90d 1y Custom

Pre-Policy and Post-Policy

11/14/16, 03:15:00 PM to 11/14/16, 03:30:00 PM  Data bin: none

Show Total Bandwidth

2 Pre-Policy Before QoS - by Class in Kbps. Options ~
Pre-Policy and Post-Polic R 5ok B
Top CPU Usage = =
Top Memory Usage Name Average Peak
Top Interface Bandwidth 10,000 ,‘, 4 E"”"‘“"“‘" 6378 11
Top Interface Drops \ i 2 :;923 22:
Top Class Bandwidths b 4
Top Class Drops 3 R/
Site Bandwidth = v
Interface Burstable Rate
Site WAN Interface Utiliz.
Site Alert
Site Alert Detail
v 0
Custom Reports Nov 14, 03:19 PM Nov 14, 03:24 PM Nov 14, 03:29 PM
CPU vearly
Post-Policy After QoS - by Class in Kbps Options ~
Report Actions VLAN1_SET_DSCP 2]
Save i Name Average Peak.
save As 10,000 I O class-default 6333 11,
N " W 13958 235
W 19420 81
'] \ ,'
Schedule g» \“’
POF L
Help

Nov 14, 03:19 PM

Nov 14, 03:24 PM

Nov 14, 03:29 PM

Top 10 Class Output Bandwidth Pre- or Post-Policy

The Top 10 Class Output Bandwidth table summarizes the top 10 interfaces with the highest input
bandwidth, class, interface and device name. Click on the Pre-Policy or Post-Policy to choose between
the two options. Click on the Exclude class-default check box to remove any class-default from the top
10 list. The default is off.

Top 10 Class Output Bandwidth  Pre-Policy [ Exclude class-default
Class Interface Device Output BW (Kbps)
WAN-Shaping/clas... GigabitEthernet0/1 ¢2921-ES-13 5,497
MonitorUsingNbar... GigabitEthernet0/0 ¢1941-ES-12 2,203
CZ_SHAPING&QUE... FastFtharnatn/1/1  £2021_FQ_12 2,181
TRAFFIC_SHAPING... Gig Pre-Policy and Post-Policy Report 2,166
TRAFFIC_SHAPING... GigabitethernetU/2 ¢€2YZ21-ES-13 697
CZ_SHAPING&QUE... FastEthernet0/1/1 c2921-ES-13 697
MonitorUsingNbar... GigabitEthernet0/0 ¢1941-ES-12 545
WAN-Shaping/clas... GigabitEthernet0/1 ¢2921-ES-13 236
WAN-Shaping/clas... GigabitEthernet0/1 ¢2921-ES-13 228
WAN-Shaping/clas... GigabitEthernet0/1 ¢2921-ES-13 206

Right-click on an entry in the table and then select Pre-Policy and Post-Policy Report to bring up a Pre-

Policy and Post-Policy report for the selected device, interface and Outbound direction.
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Ml Pre-Policy and Post-Policy

o 00 P

06:15:00 PM Data bin: none

‘Show Total Bandwidth

Before QoS - by Class in Kbps

Pre-Policy Options ~

Aug 15,0801 7

ug 19, 0603 Pt g 15,0605 Pt

Aug 19, 0607 PN Aug 15,0609 Pt

Post-Policy

ug 15,0611 7

ug 19,0613 Pt

527

Aug 19,0801 70

After QoS - by Class in Kbps
SET_DSCP

Options +

Aug 19, 0603 it v 19,0605 Pt

Aug 19, 0607 7M. Aug 15,0609 Pt

ug 19,0611

ug 19, 0613 it

Top 10 Class Input Drops by Bitrate

The Top 10 Class Input Drops by Bitrate table summarizes the top 10 interfaces with the highest input
drop rates in Kbps, its class, interface and device name. Click on the Exclude class-default check box to

remove any class-default from the top 10 list. The default is off.

Top 10 Class Input Drops By Bitrate

Exclude class-default

Class Interface Device Input BW (Kbps) 1
SET_DSCP/SET_DS... GigabitEthernet3 RTR_Sanjose 83
Ingress_Policer_V... GigabitEthernet2 RTR_LosAngeles <1
SET_DSCP/class-d... GigabitEthernet3 RTR_Sanjose 0
SET_DSCP/class-d... GigabitEthernet3 RTR_Birmingham 0
SET_DSCP/class-d... GigabitEthernet3 RTR_Seattle 0
SET_DSCP/class-d... GigabitEthernet3 RTR_Madison 0
SET_DSCP/class-d... GigabitEthernet2 RTR-DC-MPLS 0
SET_DSCP/SET_DS... GigabitEthernet3 RTR_Sanjose 0
SET_DSCP/SET_DS... GigabitEthernet3 RTR_Birmingham 0
SET_DSCP/SET_DS... GigabitEthernet3 RTR_Seattle 0

Top 10 Class Output Drops by Bitrate

The Top 10 Class Output Drops by Bitrate table summarizes the top 10 interfaces with the highest out-
put drop rates in Kbps, its class, interface and device name. Click on the Exclude class-default check box

to remove any class-default from the top 10 list. The default is off.

Top 10 Class Output Drops By Bitrate

Class Interface Device Output BW (Kb... 1
SHAPING/class—de... GigabitEthernet2 RTR_Madison 362
SHAPING/class—de... GigabitEthernet2 RTR_Seattle 98
SHAPING/class-de... GigabitEthernet2 RTR_Birmingham 92
SHAPING/class—de... GigabitEthernet2 RTR_London B&
SHAPING/class—de... GigabitEthernet2 RTR_Austin B8
SHAPING/class-de... GigabitEthernet2 RTR_Seattle 70
SHAPING/class—de... GigabitEthernet2 RTR_Louisville 66
SHAPING/class—de... GigabitEthernet2 RTR_Seattle 32
SHAPING/class—de... GigabitEthernet2 RTR_Louisville 27
SHAPING/class—de... GigabitEthernet2 RTR_LosAngeles 26

Flow Dashboard

Exclude class-default

527

The Flow Dashboard presents a snapshot of the individual flows transiting the network, it lists the Flow
Alert Rate, and a set of widgets that display the status of Top Flow Status by Source Address, Destina-
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tion Address, Source Countries, Destination Countries, DSCP, Interface (outbound), Applications,
Application Performance, Voice/Video Performance, and HTTP Host. Within each widget, the order
can be displayed from Highest to Lowest, or vice-a-versa by clicking on the title bar within each widget.

System | Application | QoS |Flow| 1P SLA | WAN

Main * | Flow Alerts - 24 Hours
Aens -
Reports 00 . | zigh reransmiss.
0 A i ] " .~ i retor el

2 0 AMANINNNiA N ' A \ - LALAAL \}\/W LA AN AN i e
— al i5 W NV AV, BV bAAY N W 5 ek hert
DiscoverDevices g PR TCA -

i
Manage Devices oo 1
e s it e ROy T LT ooy ey

i 0 0 .0 0 0 0 A 0 A A 0 0 0 00 0 0 0 A 0 A A
Configure Alets Goom oeorm  cacorm oM iR GeobAw  owooAM  Gcobes  omdoa oo moew  ozooem
Configure Flow
Flow source Exampi: (site = Honolulu | it = Chicago) & wan x Aoy ?
15m 30m 1nr 4hr

Application N

Application Performance Basic Flow 08/23/19, 03:35:00 PM to 08/23/19, 03:50:00 P
Manage Applicaion Crov Top 10 Source Addresses  Flows [ Top 10 Destination Addresses | Flows [

Sreir Ader Byies Flows ] Tostip addr Byies Flows
v- 2498 523800 v- 88308 75,265
RTR Seattle 65 Mg 15326 Cs-C3850-23-31 874 M8 75,221
SE-CiveMire-NY 61M8 13,030 RTR Madison 1M8 15
RTR-DC-MPLS 61 M8 13,030 IWAN-6rL Sydney 449K8 15
RTR-DC-CORE 61me 12,99 C5-C3650-23-36 7me
v- 3 M 1767 v 1G8 48340
RTR Seattle 619K8 36t eatt 207 M8 12344
SE-Livelire-NY s73KB 3362 SE-Livelire-NY 373 M8 12,008
RTR-DC-MPLS 5738 3362 RTR-DC-MPLS 3738 12,008
RTRDC-CORE 569 KB 3355 RTR-DC-CORE 373m8 11,980
Top 10 Source Countries  Bytes [ Top 10 Destination Countries _Bytes
Sre Country Byies raws < Byees Fows
inknown 156 28012 o 2968 335,820
» 5 US/UNITED STATES 368 170453 » S US/UNITED STATES 368 219813
> 93 M 47116 » 8 DE/GERMANY 55 M8 434
KINGDOM 39Me 619 » L1IE/RELAND 91 K8 912
> 7 87 » & GB/UNITED KINGDOM 535 K8 1154,
> L1 1E/IRELAND 2m8 443 > (41 CAJCANADA a3K8 595
» 41 CA/CANADA s21k8 469 » SNL/NETHERLANDS 204 k8 324
> G CN/CHINA 04 K8 1185 » EAU/AUSTRALIA 173K8 68,
» % UA/UKRAINE 35448 932 » ™ UAJUKRAINE 151K8 829
> Lo CZ/CZECH REPUBLIC 201 k8 2 » == SG/SINGAPORE 147k8 307
Top10DScP Bries [ Top 10 Interfaces (Outbound) _ Bytes
osce Byies Trows outi Byies *Triows
> 0@ 2168 369326 19 FortiGate Firewall 968 15,719
> 18 (AF21) 168 49670 -1 cs- sGs 81456
» 46 () 483 M8 17,728 GigabitEthernet1/0/11 C5-C3850-23-31 4cs 31574
» 48 (C56) 156 MB 1173 Gigabitéthernet1/0/14 C5-C3850-23-31 368 3011

The Application Performance in the Action menu will open the Application Report which is covered
later in this chapter.

Right-clicking on any of the widgets will give you the option to view the specific report for the item
selected.

Flow Alerts — 24 Hours

The Flow Alerts — 24 Hours charts the total number of generated Flow related alerts within the last 24
hours. The chart uses a rolling window format. The most recent count of Flow alerts is generated at the

right edge of the chart and older data is moved to the left until any data beyond 24 hours is deleted from
the chart.

Flow Alerts - 24 Hours

Alert

0
041007M 0500 PM 06:00 P

07.00PM GS00PM 09:00PM 10:00PM 11:00 PM 1200 AM 0100 AM 0200 AM 0300 AM 0400 AM 05:00 AM 06:00AM 0700 AM 0300 AM 03:00AM 10:00AM 1100AM 12:00PM 0100 PM 0ZO0DPM 03:00PM

Flow source Example: (site = Honolulu | site = Chicago) & wan

The tables below the Flow Alerts — 24 Hours graph provide real-time average data for the dashboard
time duration selected. Four-time durations are available: last 15 minutes, last 30 minutes, last 1 hour
and last 4 hours. The default is last 15 minutes. The first six tables (Source Addresses, Destination
Addresses, Source Countries, Destination Countries, DSCP and Outbound Interfaces) use basic flow.
The other three tables (Applications, Video Performance, and Application Performance) use flex flow.
Both tables use flow sources as defined in the Dashboard Sources.

Flow Source

Flow Alerts - 24 Hours

et Count
IERHigh retransmiss 27.563
High network delay 24,692
R Media loss event . 22,577
Blackisted NetFl 6,072
EBHigh media pack... 6,059
TCA - packet. 1.288
IERHigh media pack... 0

High media foun... 0

NSEL flow denied.., o

PFR Out of Policy - o

000 PM_05.00 P 0G00 PM 0700 FM_GRO0PM 000 PM 10,00 PM 1100 PN 1290AM 0100 AM 02,00 AW 0300 AM G400 AW 0500 AM 0500 AM 07.00 AM 0500 AW 03,00 Al 1000 AW 1100 Al 1200 PM 0100 M G200 PW 0300 PM PR TCA - one wa o
a
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The LiveNX Flow source is an alphanumeric field to filter the flow dashboard based on the system and
flow entities. Searchable system entities include device, interface, site, tag and WAN parameters. Search-
able flow entities include IP address, DSCP, port, protocol and application.

*  Click on the Flow source field to begin typing in the desired search parameters.

*  The general syntax of the search field is shown in the example below.
(site = Honolulu | site = Chicago) & wan

*  Click on Apply to apply the search. Click on the X’ to clear the search field.
*  Boolean expressions OR = ‘I’ and AND = ‘&’; grouping uses ()’ )

The Search editor provides tooltips to assist in creating the search expressions. Click on the desired
entity to add it to the expression.

10w
50

05:00 PM 06:00 PM 0700 PM  08:00 PM  09:00 PM

Flow source flow.app

AppMNamelncarnationNumber

The Flow source search is done with a one pass search. In addition, the system level entities need to be
in a single clause. For example, (site = Honolulu | site = Chicago) & flow.ip=1.1.1.1 is allowed, but (site
= Honolulu & flow.ip=1.1.1.1) | (site = Chicago & flow.ip=1.1.1.1) is not allowed.

LiveNX supports a large number of system and flow searchable entities. Click on the ? to display the list
of searchable entries as well as some example search expressions.

site=Honolulu & wan Flows from specific site with WAN-tagged interfaces

flow.dscp=EF Flows with DSCP EF markings

flow.ip.sre=1.1.1.1 Flows with specific source IP

flow.ip.dst=1.1.1.1 & flow.ip.src=2.2.2.2 Flows with specific source and destination IP

flow.ip.site=Honolulu Flows from specific source or destination site
flow.ip.site.src=5acramento Flows from specific source site

flow.ip.site.dst="New York" Flows from specific destination site

flow.ip=1.1.1.0/24 Flows with source or destination ip that match /24
flow.ip=192.168.0.55/0.0.255.0 Use of wild cards to match flows with ip address where 3rd octect is an...
flow.srclp=172.16.1.0 & flow.srcMask=24 Flows with source ip that match /24

flow.device=Ciscol811 & flow.interface=FastEthernet0  Flows from specific device and interface
flow.device=Ciscol811 & flow.interface.in=FastEthernet0 Flows from specific device and in bound on interface

flow.app=ms-lync Flows identified as ms-lync
flow.protocol=TCP Flows that are TCP traffic
(site=A | site=B) & tag=Primary Flows from site A or B over interfaces tagged as Primary

Top 10 Source Addresses [Bytes or Flows]

The Top 10 Source Addresses table lists the top 10 devices generating the largest number of bytes or
flows from a source address. Click on the + sign to the left of the IP address to show the devices associ-
ated with the source IP address.

Top 10 Source Addresses [Bytes or Flows]
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Top 10 Source Addresses

Bytes

Src IP Addr Bytes 1 Flows
192.168.15.200 729 MB 15,643

€2921-ES-1  goyrce Address Report 7,829
c1941-ES-1 7,814

> 10.254.20.88 558
> 192.168.12.2 12,300
» 10.0.0.2 314
» 10.0.12.2 301
» 10.254.100.2 748
» 192.168.10.2 192
> 10.254.254.214 28

b 1r1 101 AN 2N

Add 192.168.15.200 to IP Blacklist

Add 192.168.15.200 to IP Mapping

Copy 192.168.15.200 to clipboard
59 MB

2 MB
429 KB

A1 D

Right-click on Top 10 Source Addresses to generate a Source Address inbound flow report for all
devices and all interfaces sorted in order by Bytes or Flows as selected from the table.

Flow Reports

Source Address

Custom
11/14/16, 03:30:00 PM to 11/14/16, 03:45:00 PM  Data bin: 1 minute

e aioeviees O Wl Aiinedeces [

Search wan x ?
-
s

:

» PR
08

Nov 14, 03:32 P Nov 14,03:34 P

Nov 14, 03:36 PM Nov 14, 03:38 PM Nov 14, 03:40 M Nov 14,03:42 PM Nov 14, 03:44 M
Date
|
Show Total Bytes
Report Actions Number of datasets: 87 Q
save Src 1P Addr Total Flows Total Bytes Total Packets Average Bit Rate | Average Packet Rate  Peak Bt Rate Peak Packet Rate | Src Country.
save As 120 192.168.15.200 15,643 729 MB 3,415,583 6.48 Mbps 3795.09 pps 6.63 Mbps. 3831 pps
£ 10.254.20.88 55! 667 MB 1,046,414 5.93 Mbps. 1162.68 pps 6.25 Mbps. 1246 pp:
Cxa A 192.168.12.2 12,300 650 MB 1,698,472 5.78 Mbps. 1887.19 pps 5.95 Mbps 1931 pps
Edit 10.0.0.2 314 169 MB 248,155 1.51 Mbps 275.73 pps 1.69 Mbps 306 pps
10.0.12.2 301 167 MB 239,924 1.49 Mbps 266.58 pps 1.69 Mbps 306 pps

10.254.100.2 748 59 MB 121,369 523.06 Kbps 134.85 pps. 611.39 Kbps 142 pps
Sheiiie 1192.168.10.2 192 2 M8 27.734 14.69 Kbps 30.82 pps 18.18 Kbps 38 pps

10.254.254.214 28 429KB 7,107 3.81 Kbps 7.90 pp: 8.13 Kbps 16 pps -
PoF 151.101.40.73 12 413 K8 316 3.67 Kbps 035 pps 18.46 Kbps 1 pps S US/UNITED ST...

31.13.77.36 14 390 KB 334 3.47 Kbps 037 pps 16.90 Kbps 1 pps 1 1E/IRELAND

Export to CSV 10.168.202.162 527 200 KB 2,193 1.78 Kbps 2.44 pps - --
Walo 3113.77.12 1 198 KB 206 1.76 Kbps 023 pps - 1 11E/IRELAND

216.58.216.46 2 187 KB 141 1.66 Kbps 0.16 pps - 5 US/UNITED ST...

172.217.4.174 1 186 KB 149 1.66 Kbps 0.17 pps - %5 US/UNITED ST...

Right-click on an IP address in the Source Address table to select from Graph View, Add to IP BlacKklist,
Add to IP mapping or Copy to clipboard.

8 A
Top 10 Source Addresses  Bytes

Src IP Addr Bytes 1 Flows
192.168.15.200 729 MB 15,643

€2921-ES-1  goyrce Address Report 7,829
cl1941-ES-1 7,814

10.254.20.88 558

Add 192.168.15.200 to IP Blacklist
192.168.12.2 12,300

Add 192.168.15.200 to IP Mapping

10.0.0.2

10.0.12.2 Copy 192.168.15.200 to clipboard

314
301

10.254.100.2
192.168.10.2
10.254.254.214

1Ari1 101 _An 20

59 MB
2 MB
429 KB

A1 D

rvvvvvvyyvyyy

748
192
28

Top 10 Source Addresses [Bytes or Flows]
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Graph View — generates a Source Address inbound flow report for the selected source IP address for all

devices.

|I'_@.

Q- Type here to filter repo

Flow Reports

¥ Reports
Interface Bandwidth
Top Analysis
1Ps and Ports
1Ps and Application
Al Unique Flows
¥ Address

Address Pair
Destination Address

Destination Address f
Source Address Popu
Site Traffic
Destination Site Traff
Source Site Traffic

» Applications

» Qos

» Network

» Medianet

Source Address

5:00 PM to 11/14/16, 03:50:00 PM  Data bin: 1

Laoevices Ll nerfaces 4

Search wan & flow.ip.src=192.168.15.200

minute

Number ¢

Graph

Custom

710 [

[Tie scies El o K

50 MB
40 MB

g 3ome
S
@

20 M8

» Applications (AVC)
> Firewall 10 MB.
> PR

> Wireless

» AnyConnect

0B
Nov 14,03:37 PM Now 14,03:39 PM. Nov 14, 03:41 PM Nov 14.03.43 PM Now 14,0345 PM

Report Actions Show Total Bytes

Save Number of datasets: 1

Nov 14, 03:47 PM. Nov 14, 03:49 PM

a-

Total Packets
3,402,394

Save As Src 1P Addr Total Flows Total Bytes

y
20 192.168.15.200 15,710 721 M8 6.41 Mbps 3780.44 pps

Create

Edit

Schedule
POF
Export to CSV.

Help

Average Bt Rate  Average Packet ... Peak Bit Rate

Peak Packet Rate _ Src Country

6.63 Mbps. 3831 pps -

Add to IP Blacklist — adds the IP address to the LiveNX blacklist. The blacklist feature is covered in

Chapter 12, Tools.

Add to IP Mapping — allows you to create an alphanumeric name to the selected IP address. The IP

mapping feature is covered in Chapter 12, Tools.

Copy to Clipboard — copies the selected IP address to the clipboard.

Top 10 Source Addresses

Bytes

Src IP Addr Bytes 1 Flows

192.168.15.200 729 MB

€2921-ES-1  goyrce Address Report

c1941-ES-
> 10.254.20.88  Add 192.168.15.200 to IP Blacklist
" 1820'1063'12'2 Add 192.168.15.200 to IP Mapping
> 10.0.12.2 Copy 192.168.15.200 to clipboard
» 10.254.100.2 59 MB
> 192.168.10.2 2 MB
> 10.254.254.214 429 KB

Expand an IP address to show devices and right click on a device to select between Graph View and Top

Analysis View.

Top 10 Source Addresses [Bytes or Flows] 37
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=
Top 10 Source Addresses

Bytes

Src IP Addr | Bytes

~ 1| Flows |

v 192.168.15.200

Source Address Report
10.254.20  Top Analysis View
192.168.1c:c

10.0.12.2

10.0.0.2

10.254.100.2

192.168.10.2

10.254.254.214

1r1 101 _An =20

c19414

rvvvvvvyyyy

721 MB 15,710
7,861

549

12,263

301

310

736

197

29

11

359 MB
666 MB
648 MB
168 MB
167 MB
58 MB
2 MB
490 KB

A1 /D

Graph View — generates a Source Address inbound flow report for the selected source IP address for all
devices. A Tag Filters alert dialog window may appear to ask if you would like to query for All Devices.

Fiow Reports

s
E‘LZ‘- Type here to filter repo.

]

v Reports

Interface Bandwidth

Top Analysis

1Ps and Ports

1Ps and Application

All Uniue Flows

¥ Address

Top Conversations
Bidirectional Source/I
Source or Destinatior
Address Pair

Source Address
11/14/16, 03:35:00 PM to 11/14/
T

Search wan & device = c2921-ES-13.test.com & flow.ip.src=192.168.15.200

00 PM Data bin: 1 minute

[ At inertaces 5

Custom

Number of a

Graph [ Time Series |

[ oves |

Destination Address

Destination Address F
Source Address Popu
Site Traffic
Destination Site Traff
Source Site Traffic

» Applications

> Qos

> Network

» Medianet

» Applications (AVC)

> Firewall

> PR

> Wireless

» AnyConnect

20 M8

Bytes

10 MB

o8

Nov 14, 03:37 PM. Nov 14,03:39 PM Nov 14, 03:41 PM,

Report Actions Show Total Bytes

Save Number of datasets: 1

Nov 14,03:43 PM Nov 14,0345 PM, Nov 14, 03:47 PM Nov 14, 03:49 PM,

Date

a-

[Src 1P Addr
192.168.15.200

Total Packets
1,713,324

Save As Total Flows Total Bytes
9

362 MB
Create

Edit

Schedule
POF
Export to CSV.
Help

[Average Bit Rate | Average Packet ... Peak Bit Rate

Peak Packet Rate | Src Country

3.22 Mbps 1903.69 pps. 3.34 Mbps 1932 pps -

Top Analysis View — generates a Top Analysis inbound flow report for the selected device.
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[ Flow Reports
ype here to filter repo ~Top Analysis |

v Reports
Interface Bandwidth .

Top Analysis 15m 1

1Ps and Ports

1ps and Application 11/14/16, 03:35:00 PM to 11/14/16, 03:50:00 PM

All Unique Flows T
> Address source XN B Y Number of flows: 5,000+ ac s
> Applications in
L Fiter - eascrion o
> Network
> Medanet Search wan & device = c2921-ES-13.test.com & flow.ip.src=192.168.15.200 X - ?
» Applications (AVC)
> Firewall
» PR Time Protocol Sre IP Addr Src Port Dst IP Addr Dst Port Application Flow Record Co... Bit Rate Packet Rate Src Country Dst Cour
> Wireless Nov 14, 2016... TCP 192.168.15.2... 2,261 192.168.12.2 80 http* 1 1L18Kbps  10.08 pps - -
» AnyConnect Nov 14, 192.168.15 192.168.12.2 443 secure-http* 1 7.29Kbps  19.23pps- -
> Zven 192.168.15. 192.168.12.2 80 Maxis_Server** 1 189Kbps 1.22 pps - -
I 192.168.15.. 192.168.12.2 80 http 1 9.90Kbps 5.60 pps - -

scellaneous Nov 14, 164 192.168.12.2 80 http* 1 28.21Kbps 21.55 pps - -

v Custom Reports Nov 14, 192.168.15.2. 192.168.12.2 80 http* 1 7.65 Kbps. 21.74 pps - -
AppDscp Nov 14, 192.168.15.2... 2, 192.168.12.2 80 http 1 130.58Kbps  40.32 pps - -
asdf Nov 14, 192.168.15.2... 192.168.12.2 80 http 1 188Kbps 3.12 pps - -
ave-asr-test Nov 14, 192.168.15. 192.168.12.2 80 http 1 12.48Kbps 8.36 pps - -
Dot Nov 14, 192.168.15. 192.168.12.2 80 http* 1 197Kbps 2.15 pps - -

Nov 14, 192.168.15. 192.168.12.2 53 dns 1 512.00 bps 0.00 pps - -

benstest Nov 14, 192.168.15 192.168.12.2 53 dns 1 488.00 bps 0.00 pps - -

@ skpPort Nov 14, 192.168.15.. 192.168.12.2 53 dns 1 568.00 bps 0.00 pps - -
bossds Nov 14, 192.168.15 192.168.12.2 80 ms-office-365 1 320,00 bps 0.00 pps - -
Boston Nov 14, 192.168.15. 192.168.12.2 53 dn: 1 464.00 bps 0.00 pps - -

~ Nov 14, 192.168.15.. 192.168.12.2 61,677 skype 1 3.08Kbps 3.08 pps - -

Nov 14, 192.168.15. 192.168.12.2 80 http 1 13.87Kbps 8.01 pps - -

Nov 14, 192.168.15.. 192.168.12.2 80 http 1 13.78 Kbps 7.71 pps - =

Report Actions Nov 14, 192.168.12.2 80 http 1 12.35Kbps 7.40 pps - -
Save Nov 14, 192.168.12.2 80 http 1 12.47 Kbps 8.01 pps - -
Nov 14, 192.168.12.2 80 http 1 12.38Kbps 7.39 pps - -

Save As Nov 14, 192.168.12.2 80 http 1 12.52Kbps 8.03 pps - -
Nov 14, 192.168.12.2 80 http* 1 5.45 Kbps. 5.60 pps - -

Create Nov 14, 192.168.12.2 80 http* 1 7.12Kbps 7.32 pps - -
Eor Nov 14, 192.168.12.2 80 http 1 16.08Kbps 9.07 pps - -
Nov 14, 192.168.12.2 80 htp* 1 2.02Kbps 5.75 pps - -

Nov 14, 192.168.12.2 53 dns 1 472.00 bps 0.00 pps - -

Nov 14, 192.168.12.2 80 http 1 7.44Kbps 7.89 pps - -

Schedule Nov 14, 192.168.12.2 80 http 1 6.55 Kbps. 6.31 pps - =
Nov 14, .168.12.2 80 http 1 20.54Kbps  32.99 pps - -

Nov 14, 1168. 192.168.12.2 53 dns 1 448.00 bps 0.00 pps - -

Nov 14, 2016... UDP 192.168.15.2... 192.168.12.2 53 dns 1 448.00 bps 0.00 pps - -

el Nov 14, 2016... UDP 192.168.15.2... 60,131 192.168.12.2 53 dns 1 448.00 bps 0.00 pps - -

< Flows 1- 5,000 Next... >

Top 10 Destination Addresses (Bytes or Flows)

The Top 10 Destinations Addresses table lists the top 10 devices generating the largest number of bytes
or flows to a particular destination address. Click on the + sign to the left of the IP address to show the
devices associated with the Destination IP address.

&

Top 10 Destination Addressesm

Flows

Dst IP Addr Bytes * 1 Flows

> 192.168.15.200 927 MB 13,423
> 192.168.12.2 699 MB 15,452
> 10.254.101.212 593 MB 140
> 8.8.8.5 123 MB 86
| 2
>
>

7.7.7.19 112 MB 70
8.8.8.1 77 MB 61
11.11.11.11 69 MB 239

64 MB 51

> 8.8.8.3 52 MB 46

> 8.8.8.4 50 MB 30

Click on the Top 10 Destination Addresses header to generate a Destination Address outbound flow
report for all devices and all interfaces sorted in order by Bytes or Flows as selected from the previous
table.
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1Ps and Application
All Unique Flows
¥ Address

11/14/16, 03:40:00 PM to 11/14/16, 03:55:00 PM

Data bin: 1 minute
souce EETTII WP T
Filter R B outbound »

Search wan

Top Conversations
Bidirectional Source/I
Source or Destinatior

L A Flow Reports

Q- Type here to filter repo

¥ Reports
Interface Bandwidth . :
oo Aneiysls Destination Address d Custom
1ps and Ports

Number of flows: 32,18; e Long Term Cache

Grop (IR

e scre: Cl o 8

Destination Address F
Source Address Popu
Site Traffic
Destination Site Traff
Source Site Traffic

> Applications

> Qos

> Network

» Medianet

» Applications (AVC)

» Frewal

> PR

> Wireless

» AnyConnect

200 MB

@ 100 MB

Nov 14, 03:42 PM

Nov 14,03:44 PM Nov 14, 03:46 PM

Nov14,03.48PM

Nov 14, 03:50 PM

Nov 14, 03:52 PM Nov 14, 03:54 PM

Date
Report Actions Show Total Bytes
save Number of datasets: 53 Q;
Save As Dst 1P Addr Total Flows Total Bytes Total Packets | Average Bit Rate | Average Packet .. |Peak Bt Rate | Peak Packet Rate | Dst Country
42 927 2,348,580 824Mbps  2609.53 pps 8.45 Mbps 2649 pps -
s 15,452 699 MB 3,228,917 622Mbps  3587.69 pps 6.47 Mbps. 3672 pps -
e 140 593 MB 872,544 5.27 Mbps 969.49 pps 5.84 Mbps 1085 pps -
86 123 M8 131,107 1.10 Mbps 145.67 pps 1.11 Mbps 150 pps 5 US/UNITEDS...
70 112 M8 84,436 995.92 Kbps 93.82 pps 1.03 Mbps 99 pps & US/UNITED S...
" 61 77 M8 86,131  685.89 Kbps 95.70pps 97238 Kbps 123 pps 1 US/UNITEDS...
239 69 MB 145,045 616.15 Kbps 16106 pps  718.95 Kbps 183 pps 1 US/UNITEDS...
POF 51 64 MB 46,089 570.82 Kbps 5121pps  969.67 Kbps 89 pps 5 US/UNITEDS...
3 46 52 MB 114,105 463.67 Kbps 126.78pps  665.00 Kbps 174 pps 1 US/UNITEDS...
Export to CSV 8.8.84 30 50 MB 98315 442.16 Kbps 10924 pps  444.94 Kbps 109 pps i US/UNITEDS...
ek 7.7.7.18 15 43 MB 68390 38177 Kbps 75.99 pps - - 5 US/UNITED S...
7.7.7.17 33 40 MB 68,137 357.78 Kbps 75.71 pps - - 5 US/UNITED S...
10.254.100.2 316 31m8 77,529 275.64 Kbps 86.14 pps - --

Right-click on a device in the Destination Address table to select from Graph View, Add to IP Blacklist,

Add to IP mapping or Copy to clipboard.

Top 10 Destination Addresses

Bytes
Dst IP Addr Bytes

192.168.15.200 9

> 192.168.12-1 Destination Address Report
> 10.254.101.:

> 8.8.8.5
»7.7.7.19

Add 192.168.15.200 to IP Blacklist
s 8881 Add 192.168.15.200 to IP Mapping
> 1‘1"11"11.11 Copy 192.168.15.200 to clipboard

1 Flows

MR ERVE

64 MB
> 8.8.8.3 52 MB

> 8.8.8.4 50 MB

15,452
140

86

70

61
239
51

46

30

Graph View — generates a Destination Address outbound flow report for the selected source IP address

for all devices.
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L] Flow Reports

Q- Type here to filter repoi

v Reports

Interface Bandwidth

Top Analysis

1Ps and Ports

1Ps and Application

All Unique Flows

¥ Address

Top Conversations
Bidirectional Source/l
Source or Destinatior
Address Pair

Destination Address

11/14, 00 PM to 11 PM  Data bin

Loevies Ll Ainteraces v
SDARAFRRGUS = [T

Search wan & flow.ip.dst=192.168.15.200

1 minute

Custom

Execute Report
Number of flow

SR easicrow Ll Time series |9

Source Address
Destination Address
Source Address Popu
Site Traffic
Destination Site Traff
Source Site Traffic

» Applications

> Qos

» Network

> Medianet

> Applications (AVC)

» Frewall

> PR

» Wireless

» AnyConnect Nov 14,03.42 PM

Nov 14,03:44 PM

Nov 14, 03:46 PM Nov 14,03:48 PM.

Show Total Bytes

Nov 14,03:50 PM Nov 14,0352 PM Nov 14, 03:54 PM

POF
Export to CSV
Help.

Report Actions
save Number of datasets: 1 Q.
Save As Dst IP Addr Total Flows [Total Bytes Total Packet Average Bit Rate | Average Packet R... Peak Bt Rate Peak Packet Rate | Dst Country.
- I 192.168.15.200 13,423 927 MB 2,348,580 8.24 Mbps. 2609.53 pps 8.45 Mbps 649 pps -
rea
Edit
Schedule

Add to IP Blacklist — adds the IP address to the LiveNX blacklist. The blacklist feature is covered in

Chapter 12, Tools.

Add to IP Mapping — allows you to create an alphanumeric name to the selected IP address. The IP

mapping feature is covered in Chapter 12, Tools.

Copy to clipboard — copies the selected IP address to the clipboard.

El'op 10 Destination Addresses
~1

Dst IP Addr Bytes Flows

= 30.20.20.1 1,135 9%
192.168.1.185 Graph View B 693 |
192.168.1.136 B 681
192,168, 1. 142| Add 30.20.20.1 to IP Blacklist B 863 =
192.168.1.33 Add 30.20.20.1 to IP Mapping B 621
192.168.1.138 . B 589
192.168.1, 149 Copy 30.20.20.1 to clipboard B 565
192.168.1.135 3MB 528
10.255.203.6 602 MB 473

[=] 255.255,255.255 202KB 450 i

Expand an IP address to show devices and right click on a device to select between Graph View and Top

Analysis View.
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=
Top 10 Destination Addresses

Bytes

Dst IP Addr

> 8.8.8.5
»7.7.7.19
> 8.8.8.1

> 8.8.8.3
> 8.8.8.4

> 11.11.11.

7.7.7.14

Bytes

Destination Address Report

Add 192.168.15.200 to IP Blacklist
Add 192.168.15.200 to IP Mapping

11 Copy 192.168.15.200 to clipboard

w1 Flows

192.168.15.200Q < 7 ¥ A YT 13,423
> 192.168.12.;
> 10.254.101.;

15,452
140

86

70

61

239

64 MB
52 MB
50 MB

51
46
30

Graph View — generates a Destination Address outbound flow report for the selected destination IP
address for all devices. A Tag Filters alert dialog window may appear to ask if you would like to query

for All Devices.

1Ps and Application
All Unique Flows
¥ Address
Top Conversations
Bidirectional Source/|
Source or Destinatior
Address Pair

Source Address
Destination Address f
Source Address Popu
Site Traffic
Destination Site Traff
Source Site Traffic

» Applications

> Qos

> Network

» Medianet

» Applications (AVC)

> Firewall

> PR

> Wireless

> AnyConnect

Report Actions
save

save As

Create

Edit

Schedule
POF
Export to CSV

Help

IF@ a Flow Reports
Q- Type here to filter repor M
¥ Reports
Interface Bandwidth : =
S Destination Address + custom
1ps and Ports

11/14/16, C '™ to 11/14/16, 03:55:00 PM  Data bin: 1 minute
Quoevies Ol ineriaces
“DefoutiterGroup = S

Search wan & flow.ip.dst=192.168.15.200

G cosicrow &

_Byles <

x ?

Nov 14, 03:46 PM Nov 14, 03:48 PM

Date

Nov 14,03:42 PM

Nov 14,03:44 PM

Show Total Bytes

Number of datasets: 1

Nov 14,0350 PM Nov 14, 03:52 PM

Q-

Dst 1P Addr Total Flows Total Bytes Total Packet
20 192.168.15.200 2,348,580 8.24 Mbps.

Average Bit Rate | Average Packet R... Peak Bit Rate

Peak Packet Rate | Dst Country
2649

2609.53 pps 8.45 Mby -

Top Analysis View — generates a Top Analysis outbound flow report for the selected device.
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[ Flow Reports
ype here to filter repo ~Top Analysis
v Reports
Interface Bandwidth
Top Analysis d Custom
1Ps and Ports
1ps and Application 11/14/16, 03:35:00 PM to 11/14/16, 03:50:00 PM
All Unique Flows
> Address source XN B Y Number of flows: 5,000+ @ csvr
> Applications - =
oo river ] ~ W (o rio O e S - unicus ovs g
> Network
> Medanet Search wan & device = c2921-ES-13.test.com & flow.ip.src=192.168.15.200 x - ?
» Applications (AVC)
> Firewall
> PR [Time Protocol Src 1P Addr SrcPort Dst IP Addr DstPort Application Flow Record Co... Bit Rate Packet Rate Src Country Dst Cour
> Wireless Nov 14, 2016... TCP 192.168.15.2. 192.168.12.2 80 1 1L18Kbps  10.08 pps - -
» AnyConnect Nov 14, 2016... TCP 192.168.15.2 192.168.12.2 443 secure-http* 1 7.29Kbps  19.23pps- -
> Zven Nov 14, 2016... TCP 192.168.15.2 192.168.12.2 80 Maxis_Server** 1 189Kbps 1.22 pps - -
. Nov 14, 2011 192.168.15.2 192.168.12.2 80 http 1 9.90Kbps 5.60 pps - -
Miscellaneous Nov 14, 2016... 192.168.15.2. 192.168.12.2 80 http* 1 28.21Kbps 21.55 pps - -
¥ Custom Reports Nov 14, 2016... TCP 192.168.15.2.. 192.168.12.2 80 http* 1 765Kbps 2174 pps- -
AppDscp Nov 14, 2016... TCP 192.168.15.2 192.168.12.2 80 http 1 130.58Kbps  40.32 pps - -
asdf Nov 14, 2016... TCP 192.168.15.2... 4, 192.168.12.2 80 http 1 188Kbps 3.12 pps -
ave-asr-test Nov 14, 2011 192.168.15.2 192.168.12.2 80 http 1 12.48Kbps 8.36 pps - -
Dot Nov 14, 2011 192.168.15.2 192.168.12.2 80 http* 1 197Kbps 2.15 pps - -
s Nov 14, 201 192.168.15.2 192.168.12.2 53 dns 1 512.00 bps 0.00 pps - -
benstest Nov 14, 2016... 192.168.15.2 192.168.12.2 53 dns 1 488.00 bps 0.00 pps - -
@ sKpport Nov 14, 2016.. 192.168.15.2... 192.168.12.2 53 dns 1 568.00 bps 0.00 pps - -
bossds Nov 14, 2016... 192.168.15.2 192.168.12.2 80 ms-office-365 1 320,00 bps 0.00 pps - -
Boston Nov 14, 2016. 192.168.15.2 192.168.122 53 dn: 1 464.00 bps 0.00 pps - -
~ Nov 14, 2014 192.168.15.2 192.168.12.2 61,677 skype 1 3.08Kbps 3.08 pps - -
Nov 14, 201 192.168.15.2 192.168.12.2 80 http 1 13.87Kbps 8.01 pps - -
Nov 14, 2016... 192.168.15.2. 192.168.12.2 80 http 1 13.78 Kbps 7.71 pps - =
Report Actions Nov 14, 2016... 192.168.15.2 192.168.12.2 80 http 1 12.35Kbps 7.40 pps - -
Save Nov 14, 2016... 192.168.15.2... 2,. 192.168.12.2 80 http 1 12.47 Kbps 8.01 pps - -
192.168.15.2 192.168.12.2 80 http 1 12.38Kbps 7.39 pps - -
Save As 192.168.15.2 192.168.12.2 80 http 1 12.52Kbps 8.03 pps - -
192.168.15.2. 192.168.12.2 80 http* 1 5.45 Kbps 5.60 pps - -
Create Nov 14, 2016... 192.168.15.2 192.168.12.2 80 http* 1 7.12Kbps 7.32 pps -
Eor Nov 14, 2016.. 192.168.15.2 192.168.12.2 80 http 1 16.08Kbps 9.07 pps - -
Nov 14, 2016... 192.168.15.2 192.168.12.2 80 htp* 1 2.02Kbps 5.75 pps - -
Nov 14, 2016, 192.168.15.2 192.168.12.2 53 dns 1 472.00 bps 0.00 pps - -
Nov 14, 2016... 192.168.15.2 192.168.12.2 80 http 1 7.44Kbps 7.89 pps - -
Schedule Nov 14, 201 192.168.15.2 192.168.12.2 80 http 1 6.55 Kbps. 6.31 pps - =
Nov 14, 201 192.168.15.2 192.168.12.2 80 http 1 2054Kbps  32.99 pps- -
Nov 14, 2016... 192.168.15.2 192.168.12.2 53 dns 1 448.00 bps 0.00 pps - -
Nov 14, 2016, 192.168.15.2... 65,237 192.168.12.2 53 dns 1 448.00 bps 0.00 pps - -
el Nov 14, 2016... 192.168.15.2... 60,131 192.168.122 53 dns 1 448.00 bps 0.00 pps - -
< Flows 1- 5,000 Next... >

Top 10 Source Countries [Bytes or Flows]

The Top 10 Source Countries table lists the top 10 countries generating the largest number of bytes or
flows. Click on the + sign to the left of the source country to show the devices associated with the source

country.
=
Top 10 Source Countriesm
Flows
Src Country [Bytes 1| Flows

2 GB
4 MB
4 MB
350 KB
5 KB

» Unknown

v &5 US/UNITED STATES
cl1811-ES-11

» [ 0 IE/IRELAND

> E= ZA/SOUTH AFRICA

31,082
342
342

12

Click on the Top 10 Source Country header to generate a Source Country inbound flow report for all

devices and all interfaces sorted in order by Bytes or Flows as selected

from the previous table.
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I e

1Ps and Application
All Unique Flows.
Address
Applications

Medianet
Applications (AVC)
Firewall

PR

Wireless
AnyConnect

Ziften
Miscellaneous

«vvYYYYYVYYVYY

User Filter
Destination Country
5 ntry

Count
Application with Grou
¥ Custom Reports
AppDscp
asdf
av-asr-test

Report Actions
save

save As

Create

Edit

Schedule
POF
Export to CSV

Help

Flow Reports
~Type here to filter repor | |SourceGountay
+ Reports
Interface Bandwidth
Top Analysis Source Country Custom
165 and ports

Execute Report

/16 , 04:10:00 PM
source OE I S I
rice: [ ] ~ IR

Search wan

Data bin: 1 minute

Number 7 [ ]

437 g Te he
Groph TN IETTN® NS

Nov 14, 03:57 PM Nov14.03:59 PM Nov 14, 0401 PM

Show Total Bytes

Nov 14,04.03 PM

Nov 14, 0405 PM Nov 14, 04.07 PM, Nov 14, 04.09 PM

Number of datasets: 4 a-
Sre Country Total Flows. Total Bytes Total Packets Average Bit Rate | Average Packet Rate |Peak Bit Rate Peak Packet Rate
I8 Unknown 31,082 268 6.710,824 21.49 Mbps 7456.47 pps. 22.10 Mbps 7685 pps
155 US/UNITED STA... 342 4 M8 3,360 31.95 Kbps 3.73 pps. 318.73 Kbps 32 pps
11E/IRELAND 12 350 k8 296 3.11 Kbps 0.33 pps 16.05 Kbps 1 pps
= ZA/SOUTH AFRI... 1 5 K8 13 45.47 bps 0.01 pps. 680.00 bps 0 pps

Right-click on a source country to display a Source Country inbound flow report specific to the selected

country.

Q- Type here o filter repo)

Flow Reports.

¥ Reports
Interface Bandwidth
Top Analysis

1Ps and Ports

1Ps and Application

All Unique Flows
Address

Applications

QoS

Network

Medianet

Applications (AVC)
Firewall

PR

Wireless

AnyConnect

Ziften

Miscellaneous

User Filter
Destination Country

«vYvYYYYYYYVYYY

Device Flow Count
Application with Grou
¥ Custom Reports
AppDscp
asdf
avc-asr-test

Report Actions
save

save As

Create

Edit

Schedule
POF
Export to CSV

Help

Source Country

11/14/16, 03:55:00 PM to 11/14/16, 04:10:00 PM  Data bin: 1 minute

- E N © N S
el ibons

*DefaultfilterGroup

Custom

Execute Report
Numbe:

Graph [ rime series

Nov 14,03:57 PM

Nov 14, 03:59 PM Nov 14, 04:01 PM Nov 14, 04:03 PM

Nov 14,04.05 PM Nov 14,04:07 PM Nov 14, 04.09 PM

ate
Show Total Bytes
Number of datasets: 1 Q-
Src Country. Total Flows Total Bytes Total Packets Average Bit Rate | Average Packet Rate | Peak Bit Rate Peak Packet Rate
I8 % US/UNITED STA... 342 4MB 3,360 31.95 Kbps 3.73 pp: 318.73 Kbps 32 pps

Expand a source country to show devices and right click on a device to select between Graph View and
Top Analysis View.

Graph View — generates a Source Country inbound flow report for the selected source country for all
devices. A Tag Filters alert dialog window may appear to ask if you would like to query for All Devices.
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¥ Reports.
Interface Bandwidth
Top Analysis
1Ps and Ports
1Ps and Application
All Unique Flows
Address
Applications
Qos
Network
Medianet
Applications (AVC)
Firewall
PR
Wireless
AnyConnect
Ziften
Miscellaneous
User Filter
Destination Country

AaYvvYyYYYYYYOYY

Device Flow Count
Application with Grou
¥ Custom Reports.
AppDscp
asdf
ave-asr-test

Flow Reports

Report Actions

save
Save As
Create

Edit

Schedule
POF
Export to CSV.

Help

Source Country

11/14/16, 04:00:00 PM to 11/14/16, 04:15:00 PM  Data bin: 1 minute

C1811-€5-11

7 . T

Filter R =

Search wan & device = c1811-ES-11.test.com & flow.country.src=US

Execute Report

Number of floy 43 a

Groph TS RTINS

uti g Term

[ evies |

2M8

Bytes

1 M8

Nov 14,0402 PM

Show Total Bytes.

Number of datasets: 1

Nov 14, 04:04 PM

Nov 14, 04.06 PM

Nov 14, 04:08 PM
Date

Nov 14, 04:10 PM

Nav 14, 04:12 PM

c

Nov 14, 0414 PM

Src Country
|20 %5 US/UNITED STA...

Total Flows

Total Packets
aMB

Total Bytes

Average Bt Rate
31.83 Kbps

Average Packet Rate | Peak Bit Rate
3.73 pps. 318.73 Kbps

Peak Packet Rate
32 pps

Top Analysis View — generates a Top Analysis inbound flow report for the selected device.

L] ] Flow Reports
Q- Type o filter repo
¥ Reports
Interface Bandwidih
Top Analysi Top Analysis Custom
1 and Ports
1Ps and Application 4:00:00 PM to 11/14/16, 04:15:00 PM
Al Unique Flows
> Address o csves W et Number of 8 csv Fie Resul
» Appications
> qos rilter [ = [ rime Sored _uniaue Fiows K
> Network
> Medianet Search wan & device = c1811-ES-11.test.com & flow.country.src=US x - ?
» Applications (AVC)
» Firewall Q:
> Pt Time Protocol Src IP Addr Src Port Dst IP Addr Dst Port Application Flow Record Co... Bit Rate Packet Rate Src Country Dst Cour
> Wireless Nov 14, 2016... TCP 52.8.208.186 443 10.168.202.1... 39,134 secure-http* 1 97.03 Kbps. 54.05 pps ™4 US/United... -
» AnyConnect Nov 14, 2016. 72.235.80.12 53 10.168.202.1... 44,866 dns* 1 632.00 bps 0.00 pps % US/United... -
» Ziften Nov 14, 2016... 72.235.80.12 53 10.168.202.1... 40,310 dns* 1 968.00 bps 0.00 pps % US/United... -
> Miscellaneous Nov 14, 2016. 172.217.4.174 443 10.168.202.1... 52,189 secure-http* 1 1.31 Mbps 122.30 pps ™ US/United... -
Nov 14, 2016. 52.8.208.186 443 10.168.202.1... 39,136 secure-http* 1 55.15 Kbps. 43.75 pps ™= US/United... -
¥ Custom Reports Nov 14, 2016. 52.8.208.186 443 10.168.202.1... 39,137 secure-http* 1 57.75 Kbps. 50.00 pps == US/United... -
AppDscp Nov 14, 2016... 72.235.80.12 53 10.168.202.1... 33,357 dns’ 1 888.00 bps. 0.00 pps & US/United... -
asdf Nov 14, 2016. 72.235.80.12 53 10.168.202.1... 51,550 dns* 1 1.87 Kbps 0.00 pps ™= US/United... -
avc-asrbost Nov 14, 2016... 72.23437.62 0 10.168.202.1... 2,816 unknown 1 1.34 Kbps 0.00 pps 5 US/United... -
banwidth Nov 14, 2016... 64.233.174.2...0 10.168.202.1... 2,816 unknown 1 1.41 Kbps 0.00 pps ™ US/United... -
Nov 14, 2016. 108.170.234.... 0 10.168.202.. 2,816 unknown 1 6.77 Kbps 9.62 pps i US/United... -
benstest Nov 14, 2016. 216.239.59.2... 0 10.168.202.1... 2,816 unknown 1 704.00 bps 0.00 pps ™8 US/United... -
@ BKPPOTt Nov 14, 2016. 72.235.80.12 53 10.168.202.1... 49,930 dns* 1 1.10 Kbps 0.00 pps ™ US/United... -
boss45 Nov 14, 2016. 172.217.4.174 80 10.168.202.1... 59,037 http* 1 480.00 bps. 0.00 pps ™ US/United... -
Boston Nov 14, 2016... 172.217.4.174 80 10.168.202.1... 37,592 htp* 1 480.00 bps. 0.00 pps =& US/United... -
~ Nov 14, 2016. 172.217.4.174 80 10.168.202.1... 40,501 http* 1 480.00 bps. 0.00 pps & US/United... -
Nov 14, 2016. 172.217.4.174 80 10.168.202.. ,370 http* 1 480.00 bps 0.00 pps : US/United... -
Nov 14, 2016. 172.217.4.174 80 10.168.202.1... 55,418 http* 1 480.00 bps. 0.00 pps == US/United... -
Report Actions Nov 14, 2016... 172.217.4.174 80 10.168.202.1... 40,962 http* 1 480.00 bps. 0.00 pps ™ US/United... -
Save Nov 14, 2016. 172.217.4.174 80 10.168.202.1... 49,654 http* 1 480.00 bps. 0.00 pps & US/United... -
Nov 14, 2016... 172.217.4.174 80 10.168.202.1... 37,964 http* 1 480.00 bps. -
Save As Nov 14, 2016. 172.217.4.174 80 10.168.202.1... 56,353 http* 1 480.00 bps. -
Nov 14, 2016. 172.217.4.174 80 10.168.202. 1928 http* 1 480.00 bps. -
Create Nov 14, 2016... 72.235.80.12 53 10.168.202.1... 51,669 dns* 1 1.87 Kbps -
Edit Nov 14, 2016... 172.217.4.174 0 10.168.202.1... 0 unknown 1 1.01 Kbps -
Nov 14, 2016. 72.235.80.12 53 10.168.202.1... 36,000 dns* 1 1.10 Kbps
Nov 14, 2016. 72.235.80.12 53 10.168.202.1... 44,993 dns* 1 1.10 Kbps -
Schedule Nov 14, 2016. 72.235.80.12 53 10.168.202.1... 46,516 dns* 1 1.09 Kbps -
Nov 14, 2016. 72.235.80.12 53 dns* 1 1.05 Kbps. -
Nov 14, 2016. 72.235.80.12 53 dns* 1 960.00 bps. -
Nov 14, 2016. 72.235.80.12 53 dns* 1 1.06 Kbps -
Nov 14, 2016... 72.235.80.12 53 dns* 1 1.06 Kbps -
Help Nov 14, 2016... 72.235.80.12 53 dns* 1 592.00 bps. 0.00 pps = US/United... -
< Flows 1 - 343 >

Top 10 Destination Countries [Bytes or Flows]

The Top 10 Destination Countries table lists the top 10 countries receiving the largest number of bytes
or flows. Click on the + sign to the left of the destination country to show the devices associated with

the destination country.

Top 10 Destination Countries [Bytes or Flows]
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Top 10 Destination Countriesm
Flows

Dst Country

| Bytes‘

~ 1| Flows

» Unknown

v == US/UNITED STATES
€2921-ES-13
c1941-ES-12
c1811-ES-11

> @ CN/CHINA

> [0 MX/MEXICO

» [ 1 FR/FRANCE

> = IQ/IRAQ

> [ 0 IE/IRELAND

o DT Z A ICALITIL_ ACDICA

2 GB

719 MB
695 MB
24 MB
249 KB
2 MB

1 MB

1 MB
711 KB
20 KB

2 n

30,693
1,361
770
161
430
29

15

15
54

Click on the Top 10 Destination Country header to generate a Destination Country outbound flow
report for all devices and all interfaces sorted in order by Bytes or Flows as selected from the previous

table.

Flow Reports

Q- Type here to filter repo
¥ Reports

Interface Bandwidth
Top Analysis

195 and Ports

1Ps and Application

All Unique Flows
Address

Applications

Medianet

Applications (AVC)

Firewall

3

Wireless

AnyConnect

Ziften

Miscellaneous
User Filter

«vYVYYYYYYVYYVYY

Source Country
Device Flow Count
Application with Grou
¥ Custom Reports
AppDscp
asdf
avc-asr-test

Report Actions
save

save As

Create

Edit

Schedule
POF
Export to CSV

Help

Destination Country

11/14/16, 04:05:00 PM to 11/14/16, 04:20:00 PM  Data bin: 1 minute

- T

*DefaultfilterGroup

Search wan

[ Execute Report |
Number of flow

Graph TS

Custom

2 @ utilize Long Term Cach
Time Series [l Bytes <

200 MB

Nov 14,04:03 PM Nov 14, 04:11 PM

Show Total Bytes

Number of datasets: 8

Nov14,04:13PM

Nov 14, 0415 PM.

Nov 14, 04:17 PM Nov 14, 04:19 PM

Q-

Dst Country Total Flows Total Bytes Total Packets
I Unknown 30,693 2 6,615,968
5 US/UNITED STA... 1,361 719 MB 1,332,076
[EZ&E CN/CHINA 29 2MB 17,618
2 i1 MX/MEXICO 15 1M8 9,119
70 1 FR/FRANCE 14 1M8 8,499
L= 10/IRAQ 15 711K8 9,119
E21 1 1E/IRELAND 54 208 268
[l ZA/SOUTH AFRI... 1 3K8 12

Average Bit Rate

20.74 Mbps
6.39 Mbps.
20.05 Kbps
10.38 Kbps
9.67 Kbps
6.32 Kbps
177.89 bps
22.98 bps

Average Packet Rate Peak Bit Rate

Peak Packet Rate

7351.08 pps 21.65 Mbps. 7986 pps

1480.08 pps 7.03 Mbps 1580 pps.
19.58 pps 20.83 Kbps 20 pps.
10.13 pps 10.42 Kbps 10 pps

9.44 pps 10.42 Kbps 10 pps
10.13 pps 6.35 Kbps 10 pps
0.30 pps 824.00 bps 1pps
0.01 pps 344.00 bps 0 pps

Right-click on a destination country to display a Destination Country outbound flow report specific to
the selected country.
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e

Fiow Reports

¥ Reports
Interface Bandwidth
Top Analysis
1Ps and Ports
1Ps and Application
All Unique Flows
> Address
> Applications.
» Qos
> Network
» Medianet
» Applications (AVC)
» Firewall
> PR
> Wireless
» AnyConnect
> Ziften
v Miscellaneous
User Filter
Source Country
Device Flow Count
Application with Grou
¥ Custom Reports
AppDscp
asdf
avc-asr-test

Destination Country

11/14/16, 04:05:00 PM to 11/14/16, 04
Filter | €] =

Search wan & flow.country.dst=US.

Data bin

1 minute

[ .. W Aiinterfaces T

Custom

Execute Report
Number of flow

Graph XTI~

. ——
[ rime series B ovies I

Report Actions
save

Save As

Create

Edit

Schedule
POF
Export to CSV

Help

Nov 14,04:07 PM

Nov 14,04:09 PM Nov 14, 04:11 PM

Show Total Bytes

Nov 14,04:13 PM Nov 14,0415 PM Nov 14, 04:17 PM. Nov 14, 04:19 PM

Number of datasets: 1 Q:
Dst Country Total Flows Total Bytes Total Packets Average Bit Rate | Average Packet Rate |Peak Bit Rate Peak Packet Rate |
IR0 3 US/UNITED STA... 1 1,332,076 6.39 Mbps 1480.08 pps 7.03 Mbps 1580 pps

Expand a destination country to show devices and right click on a device to select between Graph View
and Top Analysis View.

-

Fiow Reports

v Reports
Interface Bandwidth
Top Analysis
1Ps and Ports
1Ps and Application
All Unique Flows
Address
Applications
Qos
Network
Medianet
Applications (AVC)
Firewall
PR
Wireless
AnyConnect
ziften
Miscellaneous

User Filter

«vvvYVYYYVYYOYY

Source Country
Device Flow Count
Application with Grou

¥ Custom Reports

AppDscp
asdf
ave-asr-test

Destination Country

©2921-E5-13 <
rieer [

Search wan & device = c2921-ES-13.test.com & flow.country.dst=US

to 11/14/16, 04:20:00 PM  Data bin:

1 minute

[ i tnertoces

Custom

Number of fl

.
[Fine scres B

Report Actions
save

save As

Create

Edit

Schedule
POF
Export to CSV/

Help

40 M8

gxo M8
@

20 M8

10 M8
Nov 14,04:07 PM

Nov 14, 04:11 PM

Show Total Bytes

Nov 14,0415 PM. Nov 14, 04:17 PM Nov 14, 04:19 PM

Nov 14, 04:13 PM
Date

Number of datasets: 1 Q-
Dst Country ~Total Flows Total Bytes Total Packets Average BitRate | Average Packet Rate  Peak Bit Rate Peak Packet Rate
[0 == US/UNITED STA... 70 695 MB 1,257,606 6.18 Mbps. 1397.34 pps 6.82 Mbps 1498 pps

Graph View — generates a Destination Country outbound flow report for the selected destination coun-
try for all devices. A Tag Filters alert dialog window may appear to ask if you would like to query for All

Devices.
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ece Flow Reports
Type here to filter
v Reports
Interface Bandwidth f
= Top Analysis )d Custom
1Ps and Ports
1Ps and Application 11/14/16, 04:05:00 PM to 11/14/16, 04:20:00 PM
All Unique Flows T
> Address (MO c2o2ies-13 N .. Wl Alintefaces |9 Number of flows: 770 @ Csv File Results
» Applications L - -
L Fitter [ouvouna 1 [essicrow I ine sored - unaue riows |2
» Network
» Medianet Search wan & device = c2921-ES-13.test.com & flow.country.dst=US x - ?
» Applications (AVC)
> Firewall
> PR Time Protocol Src P Addr SrcPort DstiP Addr Dst Port Application  Flow Record Co..._Bit Rate PacketRate  SrcCountry  DstCour
> Wireless Nov 14, 2016... UDP 10.0.0.2 20 7.7.7.19 1,028 ftp-data 1 926.71Kbps 8102 pps- = s/
> AnyConnect 20 7.7.7.19 1,027 ftp-data 1 1666 Kbps 1.41 pps - 5 US/L
» Ziften 7,777 7.7.7.17 7,777 unclassified 1 269.20Kbps  54.64 pps - = Us/L
. 1,027 8882 1,604 citrix-static 1 2053Kbps 1734 pps - 5 US/L
Miscellaneous Nov 14, 2016... UDP 10002 1,028 7.7.7.15 1,604 citrix-static 1 3889Kbps  32.85pps- 5 US/L
¥ Custom Reports Nov 14, 2016... UDP 192.168.12.2 13,958 1L1L1L12 13,958 VolIP13958 1 72.99Kbps  40.02 pps- = s/
AppDscp Nov 14, 201 192.168.12.2 13,958 11111113 13,958 VolP13958 1 72.99Kbps  40.02pps- 5 US /L
asdf Nov 14, 201 192.168.12.2 13,958 11111114 13,958 VolP13958 1 7299Kbps  40.02 pps- = s/
avoeniast Nov 14, 2016... UDP 10.0.12.2 16,384 8.8.8.2 16,384 ServerMirror... 1 8211Kbps  45.02 pps - - s/
panwidth Nov 14, 2016... UDP 192.168.12.2 69 11111111 69 tftp* 1 82.36 Kbps 10.02 pps -
™ Nov 14, 2016... UDP 192.168.12.2 179 1L1L1L11 179 bap 1 1827Kbps  10.02 pps-
benstest Nov 14, 2016... UDP 192.168.12.2 520 1L1L1L11 520 rip 1 1827Kbps  10.02 pps -
@ skpport Nov 14, 2016... UDP 192.168.12.2 7,648 1L1L1L11 7,648 cuseeme 1 3654Kbps  20.03 pps-
bossas Nov 14, 2016... UDP 10.0.12.2 16,388 8.8.85 16,384 Google_Stats** 1 91.23Kbps  50.02pps-
Boston Nov 14, 2016... UDP 192.168.12.2 64,442 11111111 5,004 CiscoRTP-Vi. 1 205.54 Kbps 38.29 pps -
Nov 14, 2016... UDP 10.0.12.2 8885 1,027 ftp-data 1 65.84Kbps 5.57 pps -
Nov 14, 201 1,026 citrix-static 1 53.07Kbps  44.82pps-
Nov 14, 2016... 1,027 citrix-static 1 4065Kbps  34.33pps-
Report Actions Nov 14, 2016... 1,026 thtp* 1 508.77Kbps  43.03 pps-
Save Nov 14, 2016... 10002 1,028 citrix-static 1 60.72Kbps 5128 pps-
Nov 14, 2016.. 10.0.12.2 1,027 8.8 thtp* 1 24831Kbps  24.87 pps-
Save As Nov 14, 2016... 192.168.12.2 64,443 11.11.11.11 5,005 rncp 1 159.45 bps 0.22 pps -
Nov 14, 2016.. 10.0.12.2 7,777 8.8.83 5,555 undlassified 1 39.07Kbps 9.25 pps -
Cresta Nov 14, 201 7,777 7.7.7.17 5,555 unclassified 1 27.14Kbps 6.43 pps -
Edit Nov 14, 2016... 16,386 8.8.8.4 16,384 undlassified 1 60.22Kbps  33.02pps-
Nov 14, 2016.. 16,390 8881 16,384 undlassified 1 7299Kbps 4002 pps -
Nov 14, 2016. 7,777 .8. unclassified 1 387.17 Kbps 82.18 pps -
Nov 14, 2016... 1,027 7 thtp* 1 43051Kbps  43.12pps-
Schedule Nov 14, 2016... 1,026 citrix-static 1 4137Kbps  34.94 pps-
Nov 14, 2016... 20 HSA-Testing** 1 9.36Kbps 1.41 pps -
Nov 14, 2016... 1,028 thp* 1 25892Kbps  21.90 pps -
Nov 14, 2016... 1,026 titp* 1 550.98Kbps  46.60 pps -
Help Nov 14, 2016... 20 ftp-data 1 2886 Kbps 8.43 pps -
< Flows 1 - 770 >

Top Analysis View — generates a Top Analysis outbound flow report for the selected device.

Top 10 DSCP (Bytes or Flows)

The Top 10 DSCP table lists the top 10 DSCP values associated with the largest number of outbound
bytes or flows. Click on the + sign to the left of the DSCP value to show the devices associated with the

DSCP value.

[pscp

Top 10 DSCP Bytes

Bytes
» 0 (BE)

> 46 (EF)

> 8 (CS1)

> 48 (CS6)

> 2

> 10 (AF11)

1 Flows

3GB
52 MB
12 MB
197 KB
191 KB
910 B

31,953
135
141

47

Click on the Top 10 DSCP header to generate a DSCP outbound flow report for all devices and all inter-
faces sorted in order by Bytes or Flows as selected from the previous table.

Top 10 DSCP (Bytes or Flows) 48
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I e

ype here to filter repo:

Flow Reports

¥ Reports
Interface Bandwidth
Top Analysis
1Ps and Ports
1Ps and Application
Al Unique Flows.
> Address
» Applications
¥ Qos
User Filter DSCP Audi
Application DSCP Auc
Site o Site User Fite
Site to Site Applicatio
Type of Service

Network
Medianet
Applications (AVC)
Firewall

PR

Wireless
AnyConnect
Ziften
Miscellaneous
ustom Reports
AppDscp

asdf

vYYYVvYYVYvy

o

4:10:00 PM to 11,
ource ET I W W s
Fice: T

Search wan

14/16, 04:25:00 PM  Data bin: 1 minute

Execute Report

Number of f

W cosicFlow e

2 [ ] L che
[ime scre: Ll oes

Report Actions
save

Save As

Create

Edit

Schedule
POF
Export to CSV.
Help

Nov 14, 04:12 PM Nov 14,04:14 PM Nov 14, 04:16 PM
Show Total Bytes

Number of datasets: 6

Nov14,04.18PM

Nov 14, 04:20 PM

Nov 14, 04:22 PM

Nov 14, 04:24 PM

Total Flows. Total Bytes Total Packets Average
31,953 3c8 7,472,859
135 52 M8 449,807
141 12 MB 77,224
47 197 K8 3,511
2 3 191 K8 144
70 10 (AF11) 1 9108 5

a
Bit Rate Average Packet Rate Peak Bit Rate Peak Packet Rate
26.48 Mbps 8303.18 pps 27.55 Mbps 8862 pps.
462.21 Kbps 499.79 pps 466.24 Kbps 503 pps
108.32 Kbps 85.80 pps 119.04 Kbps 98 pps
1.75 Kbps 3.90 pps. 1.82 Kbps 4pps.
1.70 Kbps 0.16 pps 25.44 Kbps 2pps.
8.09 bps 0.01 pps 120.00 bps 0pps.

Right-click on a DSCP value to generate an outbound flow report specific to the selected DSCP value.

Q- Type here to filter repo

—
Flow Reports

¥ Reports [
Interface Bandwidth
Top Analysis
1Ps and Ports
1Ps and Application
Al Unique Flows.
> Address
> Applications
¥ Qos
User Filter DSCP Audi
Application DSCP Auc
Site to Site User Filte
Site to Site Applicatio
Type of Service

» Network
» Medianet
> Applications (AVC)
> Firewall
> PR
> Wireless
» AnyConnect
> Ziften
> Miscellaneous
¥ Custom Reports
AppDscp.
asdf

DSCP
11/14/16, 04:10:00 PM to 11/14/16, 04:25:00 PM 1 minute

[l - Errr—

Data bin

A8 °DefaultFilterGroup

Search wan & flow.dscp=EF

Execute Report

Number of flow

sraph T

Report Actions
save

Save As

Create

Edit

Schedule
POF
Export to CSV

Help

Nov14,04:12 PM Nov 14, 0416 PM

Show Total Bytes

Number of datasets: 1

Nov 14, 04:18 PM
Date

Nov 14,04.20 PM

Nov 14,0422 PM

Nov 14, 04:24 PM

a-

Tosce Total Flows. Total Bytes Total Packets.
20 46 (€F) 52 MB 449,807

~Average Bit Rate
462.21 Kbps

499.79 pps

Average Packet Rate | Peak Bit Rate

Peak Packet Rate

466.24 Kbps 503 pps|

Expand a DSCP value to show devices and right click on a device to select between Graph View and Top

Analysis View.

Graph View — generates a DSCP outbound flow report for the selected DSCP value for all devices. A Tag
Filters alert dialog window may appear to ask if you would like to query for All Devices.
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=m0

to filter repo

Flow Reports

Q- Type he
v Reports
Interface Bandwidth
Top Analysis
1Ps and Ports.
1Ps and Application
Al Unique Flows.
» Address
» Applications
¥ Qos
User Filter DSCP Audi
Application DSCP Auc
Site to Site User Filte
Site to Site Applicatio
Type of Service
.
Network
Medianet
Applications (AVC)

>
>

>

» Firewall
> PR

> Wireless

» AnyConnect
» Ziften

» Miscellaneous

DSCP Custom

11/14/16, 04:10:00 PM to 11/14/16, 04:25:00 PM  Data bin: 1 minute [ Execute Report ]
el sz Dl aerioces g Number of flov 8 utiize Long Term Cache
] - TR oo T ETETTNC (TR

Search wan & device = c2921-ES-13.test.com & flow.dscp=EF £3 ?

save
Save As
Create

Edi

Schedule
POF
Export to CSV.

Help

gime
z

o8

Nov 14,0412 PM Nov 14, 04:14 PM Nov 14, 04.16 PM Nov 14, 0418 PM Nov 14,0420 PM Nov 14,0422 PM Nov 14,0424 PM
Date

Show Total Bytes.
Number of datasets: 1 Q-

Dsce Total Flows Total Bytes Total Packets Average Bit Rate | Average Packet Rate | Peak Bit Rate Peak PacketRate |
W0 46 (EF) 45 25m8 108,942 220.79 Kbps 121.05 pps 222.43 Kbps 121 pps

Top Analysis View — generates a Top Analysis outbound flow report for the selected device.

T Type here to filter repo

¥ Reports
Interface Bandwidth

1ps and Ports
1Ps and Application
All Unique Flows
Address
Applications
Qos
Network
Medianet
Applications (AVC)
Firewall
3
Wireless
AnyConnect
Ziften

» Miscellaneous
¥ Custom Reports

Bostor
@ clarkBEIPs.

Report Actions
save

Save As

Create

Edit

Schedule

Top Analysis Custom
11/14/16, 04:10:00 PM to 11/14/16, 04:25:00 PM
source EEESTNEEGGG - N TS Number of flows
Search wan & device = ¢2921-ES-13.test.com & flow.dscp=EF x = ?
Q.
Fotocol ScwAdd Sichon OwipAdl  Bsirort Appikcation  FlowRecord Co.._ S Rate Fackethate SicCouniy  DsCounty ¥
uop 192.168.12.2 13,958 11111114 13,958 VolP13958 1 72.99 Kbps. 40.01 pps - S US/United... Van1
192.168.12.2 13,958 11111113 13,958 VolP13958 1 72.99 Kbps 40.01 pps - 4 US/United.
Nov 14, 2016... UDP 192.168.12.2 13,958 11111112 13,958 VoIP13958 1 72.99 Kbps. 40.01 pps - % US/United... Vian1
Nov 14, 2016... UDP 192.168.12.2 13,958 11111112 13,958 VolP13958 1 72.98 Kbps. 40.01 pps -
Nov 14, 20: upbpP 192.168.12.2 13,958 11111113 13,958 VolP13958 1 72.98 Kbps. 40.01 pps -
Nov 14, 2016... UDP 192.168.12.2 13,958 11.11.11.14 13,958 VolP13958 1 72.98 Kbps. 40.01 pps -
Nov 14, 2016... UDP 192.168.12.2 13,958 11.11.11.14 13,958 VolP13958 1 73.01 Kbps. 40.03 pps -
Nov 14, 2016... UDP 192.168.12.2 13,958 11111113 13,958 VoIP13958 1 73.01 Kbps. 40.03 pps -
Nov 14, 2016... UDP 192.168.12.2 13,958 11111112 13,958 VolP13958 1 73.01 Kbps. 40.03 pps -
6... UDP 192.168.12.2 13,958 11.11.11.12 13,958 VolIP13958 1 72.99 Kbps. 40.02 pps -
192.168.12.2 13,958 11.11.11.13 13,958 VolP13958 1 72.99 Kbps. 40.02 pps -
192.168.12.2 13,958 11111114 13,958 VolP13958 1 72.99 Kbps. 40.02 pps -
192.168.12.2 13,958 11111114 13,958 VoIP13958 1 72.98 Kbps. 40.01 pps -
192.168.12.2 13,958 11111113 13,958 VoIP13958 1 72.98 Kbps. 40.01 pps -
192.168.12.2 13,958 11111112 13,958 VolP13958 1 72.98 Kbps. 40.01 pps -
192.168.12.2 13,958 11.11.11.14 13,958 VolP13958 1 72.99 Kbps. 40.02 pps -
192.168.12.2 13,958 11111113 13,958 VolP13958 1 72.99 Kbps. 40.02 pps -
192.168.12.2 13,958 11111112 13,958 VolP13958 1 72.99 Kbps 40.02 pps -
192.168.12.2 13,958 11111114 13,958 VolP13958 1 72.99 Kbps. 40.01 pps -
192.168.12.2 13,958 11111113 13,958 VolP13958 1 72.99 Kbps 40.01 pps -
192.168.12.2 13,958 11.11.11.12 13,958 VolP13958 1 72.99 Kbps. 40.01 pps -
192.168.12.2 13,958 11111114 13,958 VolP13958 1 72.99 Kbps. 40.01 pps -
192.168.12.2 13,958 11.11.11.13 13,958 VolP13958 1 72.99 Kbps. 40.01 pps -
192.168.12.2 13,958 11111112 13,958 VolP13958 1 72.99 Kbps. 40.01 pps -
192168122 13958 111112 13958 VoIP13958 1 72.99Kbps  40.02 pps-
192.168.12.2 13,958 11.11.11.13 13,958 VolP13958 1 72.99 Kbps. 40.02 pps -
192.168.12.2 13,958 11.11.11.14 13,958 VolP13958 1 72.99 Kbps. 40.02 pps -
192.168.12.2 13,958 11.11.11.14 13,958 VolP13958 1 72.99 Kbps. 40.02 pps -
192.168.12.2 13,958 11111113 13,958 VolP13958 1 72.99 Kbps. 40.02 pps -
192.168.12.2 13,958 11.11.11.12 13,958 VoIP13958 1 72.99 Kbps. 40.02 pps -
192.168.12.2 13,958 11111114 13,958 VolP13958 1 72.98 Kbps. 40.01 pps -
192.168.12.2 13,958 11.11.11.13 13,958 VolP13958 1 72.98 Kbps. 40.01 pps -
192.168.12.2 13,958 11111112 13,958 VolP13958 1 72.98 Kbps. 40.01 pps -
Nov 14, 2016... UDP 192.168.12.2 13,958 11111112 13,958 VolP13958 1 72.98 Kbps. 40.01 pps - % US/United... Vian1
< Flows 1- 45 Next >

Top 10 Interfaces (Outbound) [Bytes or Flows]

The Top 10 Interfaces (Outbound) table summarizes the top 10 interfaces with the highest number of

outbound bytes or flows.

Top 10 Interfaces (Outbound) [Bytes or Flows]
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Flows

Out IF

| Device

=
Top 10 Interfaces (Outbound)m

Bytes

~ 1| Flows

GigabitEthernet0/1
GigabitEthernet0/0
FastEthernetO
GigabitEthernet0/1
GigabitEthernet0/0
GigabitEthernet0/2
FastEthernet0/1/1
Vlan100

Vlan101

Vlan168

€2921-ES-13
c1941APN-212
c1811-ES-11
c1941-ES-12
c1941-ES-12
€2921-ES-13
€2921-ES-13
c1941APN-212
€1941-ES-12
c1941-ES-12

697 MB
653 MB
359 MB
339 MB
332 MB
304 MB
299 MB
60 MB
260 KB
137 KB

7,408
538
8,246
7,877
6,783
299
297
738

58

Click on the Top 10 Interfaces (Outbound) to generate a Traffic Volume Pair outbound flow report for
all devices and all interfaces sorted in order by Bytes or Flows as selected from the previous table.

g.

¥ Reports

Flow Reports

Q- Type here to filter repo,

_interface Bandwidth

Interface Bandwidth

Top Analysis
1Ps and Ports.
1ps and Application 11/14/16, 04:15:00 PM to 11/14/16, 04:30;:00 PM  Data bin: 1 minute
All Unique Flows
> Address RIS Al Devices G . W Alinerfoces g Number of floy 3 @ utiize Long Term Cache
» Applications.
S O oetsuriercios ) Ol oubouna S [Tine seres I oy
> Network
St Search wan x ?
» Applications (AVC)
» Firewall
PiPR 200 MB
> Wireless
» AnyConnect
> Ziften
» Miscellaneous
¥ Custom Reports )
AppDscp =
sl @ 100 MB
ave-asr-test
banwidth
benstest
@, BKpPort
boss4s o8
Boston Nov 14, 04:17 PM Nov14,04:19 PM Nov 14, 04:21 PM Nov 14,0423 PM Nov 14, 0425 PM Nov 14, 04:27 PM Nov 14, 04:29 PM
& Date
Report Actions Show Total Bytes
Save Number of datasets: 10 Q.
Save As Device Interface Name | Total Flows Total Bytes Total Packets Average Bit Rate | Average Packet ... |Peak Bit Rate Peak Packet Rate
W20 c2921-E5-13  GigabitEthernet0... 1393 697 MB 1,745,832 6.20 Mbps. 1939.81 pps 6.47 Mbps 2031 pps
Create C1941APN-212  GigabitEthernet0... 543 654 MB 1,017,717 5.81 Mbps 1130.80 pps 6.14 Mbps 1243 pps
Edit EMC1811-E5-11  FastEthernet0 8,265 366 MB 1,719,403 3.25 Mbps 1910.45 pps 3.33 Mbps 1931 pps.
2 c1941-E5-12  GigabitEthernet0... 7,872 342 M8 1,560,370 3.04 Mbps 1733.74 pps 3.14 Mbps 1757 pps
c1941-E$-12 GigabitEthernet0... 6,790 331 M8 856,577 2.94 Mbps 951.75 pps 3.09 Mbps 970 pps
[l 2921-E5-13  FastEthernet0/1/1 301 302 MB 514,126 2.69 Mbps 571.25 pps 3.06 Mbps 650 pps
Schedulé A c2921-65-13  GigabitEthernet0... 304 302 MB 512,602 2.69 Mbps 569.66 pps 3.10 Mbps 668 pps.
POF U c1941APN-212  VIan100 749 62 M8 124,586 546.92 Kbps 138.43 pps 618.62 Kbps 147 pps
c1941-E5-12  Vian101 36 265 KB 4419 2.36 Kbps 4.91 pps 3.25 Kbps 6 pps
Export to CSV c1941-£5-12  Vian168 60 143 K8 2374 1.27 Kbps 2.64 pps. 1.78 Kbps 3 pps.
Help.

Right-click on an entry to choose between Graph View and Top Analysis View.

Graph View — generates a Traffic Volume Pair outbound flow report for the selected output interface.

Top 10 Interfaces (Outbound) [Bytes or Flows]
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Flow Reports

rlp . here to filter repo; _interface Bandwidth

v Reports

Top Analysis
1Ps and Ports
1Ps and Application
All Unique Flows
Address
Applications
Qos
Network
Medianet
Applications (AVC)
Firewall
PR
Wireless
AnyConnect
Ziften
Miscellaneous
ustom Reports
AppDscp
asdf
avc-asr-test
banwidth
benstest
@ BKPPort
boss4s
Boston

YYYYYYYVYTYYVYY

v

o

Interface Bandwidth

/14/16, 04:15:00 PM to 11/14/16, 04:30

WL c2921-65-13

GIEY "oefouttfitterGroup B

Search wan & flow.device=c2921-ES-13.test.com & flow.ifidx.out=3

PM

[ I A ineriac %

[ oubouna _______JJ

Data bin: 1 minut:

Execute Report
Number of flows @ utilize Long Term Cache

ORI oosicriovn Ll Time series Sl ves I

Custom

Report Actions
Save

Save As

Create

Edit

Schedule
POF
Export to CSV

Help

ytes

@
20 MB

Nov 14,04:17 PM

Show Total Bytes

Number of datasets: 1

Nov 14,0419 PM

Nov 14, 0421 PM

Nov 14,04:23 PM
Date

Nov 14,0425 PM

Nov 14, 04:27 PM Nov 14, 04:29 PM

a

Device
2 c2921-5-13

Interface Name
GigabitEthernet0...

Total Flows

Total Bytes
697

Total Packets
3 1,745,832

Average Bit Rate | Average Packet ... |Peak Bit Rate
2

Peak Packet Rate

1939.81 pps 6.47 Mbps 2031 pps

Top Analysis View — generates a Top Analysis outbound flow report for the selected device.

Q- Type here to filter repo

¥ Reports
Interface Bandwidth

1ps and Ports
1ps and Application
All Unique Flows

> Address

> Applications

> Qos

> Network

» Medianet

> Applications (AVC)
> Firewall

> PR

> Wireless

» AnyConnect

> Ziften

> Miscellaneous

¥ Custom Reports

save
Save As
Create
et

Schedule

Help

Flow Reports
Top Analysis Custom
11/14/16, 04:15:00 PM to 11/14/16, 04:30:00 PM
surce [EETEENE] W Aereces K Number of flows @ Csv e Result
riter [ N ¢] = E R [ ime Sorted - uniaue Fows 3
Search wan & flow.device=c2921-ES-13.test.com & flow.ifidx.out=3 x - ?
o
Time Protocol Src IP Addr Src Port Dst IP Addr Application Flow Record Co... Bit Rate Packet Rate Src Country. Dst Cour
Nov 14, 2016... TCP 192.168.12.2 80 192.168.15.2. http* 1 41.96 Kbps 5.03 pps - -
Nov 14, 2016. 192.168.12.2 80 192.168.15.2. http 1 265.30 Kbps 26.52 pps - -
Nov 14, 2016. 192.168.12.2 3,389 192.168.15.2. PeopleSoft_U... 1 318.00 Kbps 187.50 pps - -
Nov 14, 2016. 192.168.12.2 5,060 11.11.11.11 sip* 1 22.20 Kbps 14.02 pps -
Nov 14, 2016. 192.168.12.2 80 192.168.15.2. http 1 24.39 Kbps 2.63 pps - -
Nov 14, 2016. 192.168.12.2 443 192.168.15.2. secure-http* 1 2.36 Kbps 0.76 pps - -
Nov 14, 2016. 192.168.12.2 80 192.168.15.2. http 1 22.47 Kbps 2.38 pps - -
Nov 14, 2016. 192.168.12.2 80 192.168.15.2. http 1 22.80 Kbps 2.36 pps - -
Nov 14, 2016. 192.168.12.2 80 192.168.15.2. http 1 45.51 Kbps 4.71 pps - -
Nov 14, 2016. 192.168.12.2 80 192.168.15.2 http 1 92.29 Kbps 8.93 pps - -
Nov 14, 2016. 192.168.12.2 80 192.168.15.2. http 1 21.40 Kbps 2.26 pps - -
Nov 14, 2016. 192.168.12.2 80 192.168.15.2. http 1 31.80 Kbps 3.32 pps - -
Nov 14, 2016. 192.168.12.2 80 192.168.15.2. http 1 31.85Kbps 3.31pps - -
Nov 14, 2016. 192.168.12.2 80 192.168.15.2. http 1 39.82 Kbps 4.17 pps - -
Nov 14, 2016. 192.168.12.2 80 192.168.15.2. http 1 40.44 Kbps 4.19 pps - -
Nov 14, 2016. 192.168.12.2 80 192.168.15.2. http 1 3.54 Kbps 1.53 pps - -
Nov 14, 2016. 192.168.12.2 80 192.168.15.2. http 1 24.71 Kbps 3.19 pps - -
Nov 14, 2016. 192.168.12.2 80 192.168.15.2. http 1 23.57 Kbps 2.67 pps - -
Nov 14, 2016. 192.168.12.2 80 192.168.15.2. http 1 2.51 Kbps 1.52 pps - -
Nov 14, 2016. 192.168.12.2 80 192.168.15.2. http 1 2.84 Kbps 1.74 pps - -
Nov 14, 2016. 192.168.12.2 80 192.168.15.2. http* 1 969.04 bps 0.77 pps - -
Nov 14, 2016. 192.168.12.2 53 192.168.15.2. dns. 1 4.26 Kbps 0.00 pps - -
Nov 14, 2016... 192.168.12.2 80 192.168.15.2. http 1 5.14 Kbps 6.07 pps - -
Nov 14, 2016... 192.168.12.2 80 192.168.15.2. http 1 1.04 Mbps 105.77 pps - -
Nov 14, 2016. 192.168.12.2 53 192.168.15.2. dns 1 3.70 Kbps 0.00 pps - -
Nov 14, 2016. 192.168.12.2 80 192.168.15.2. http 1 25.89 Kbps 2.63 pps - -
Nov 14, 2016. 192.168.12.2 80 192.168.15.2. http 1 29.79 Kbps 3.09 pps - -
Nov 14, 2016... 192.168.12.2 80 192.168.15.2. http 1 13.76 Kbps 1.39 pps - -
Nov 14, 2016... 192.168.12.2 80 192.168.15.2. Maxis_Server** 1 42.25 Kbps 4.68 pps - -
Nov 14, 2016. 192.168.12.2 80 192.168.15.2. http 1 24.14Kbps 8.40 pps - -
Nov 14, 2016. 192.168.12.2 80 192.168.15.2. http 1 12.55Kbps 7.25 pps - -
Nov 14, 2016. 192.168.12.2 80 192.168.15.2. http 1 29.31 Kbps 3.15 pps - -
Nov 14, 2016. 192.168.12.2 80 192.168.15.2. http 1 32.30 Kbps 3.39 pps - -
< Flows 1 - 5,000 Next... >

Top 10 Application [Bytes or Flows]

The Top 10 Application table lists the top 10 applications generating the largest number of bytes or
flows. Click on the + sign to the left of the Application name to show the devices associated with the

application.
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Top 10 Applicationsm
Flows

Application name

~IBytes

1| Flows

V cuseeme

c2921-ES-13
cl1941-ES-12
> http
> ftp-data
> ping
» unclassified

c1941APN-212

> tftp

> PeopleSoftPayroll

560 MB
516 MB

44 MB

456 B
429 MB
214 MB
212 MB
153 MB
150 MB
149 MB

1171 AAn

46
15
29

18,430
122
54

865

145

rn

Click on the Top 10 Applications header to generate an Application outbound flow report for all
devices and all interfaces sorted in order by Bytes or Flows as selected from the previous table.

[

Flow Reports

—

Q- Type here to filter repoi ||
¥ Reports

Interface Bandwidth

Top Analysis

1Ps and Ports

1Ps and Application
All Unique Flows

> Address

¥ Applications
Protocol
Protocol Port
Application Group
Application
Application Flow Dura
Top Wan Applications
Top Wan Appilcation
Raw Application Topo
Raw Application Path
Application Projectior
Site Traffic Applicatio
Site to Site Applicatio
Site to Site Performa
DSCP vs Application
Business Relevance
Traffic Class

Application

11/14/16, 04:15:00 PM to 11/14/16, 04:30:00 PM

source [ESTE =

G0 -DefaultFiterGroup

Search wan

Data bin: 1 minute

[ Execute Report ]

[ IR A nsertaces 7
(] - E—

Custom

» Qos
> Network
» Medianet Nov 14, 04:17 PM Nov 14, 04:19 PM Nov 14, 04:21 PM Nov 14,04:23 PM Nov 14, 0425 PM Nov 14, 04:27 PM Nov 14, 04:29 PM
Date
Report Actions Show Total Bytes
Save Number of datasets: 57 Q-
Save As Application Total Flows Total Bytes Total Packets Average Bit Rate Average Packet Rate Peak Bit Rate Peak Packet Rate |
Il cuseeme 6 560 MB 729,871 4.98 Mbps 810.97 pps 5.08 Mbps 828 pps 1|
Create http 18,430 429 MB 595,096 3.81 Mbps 661.22 pps. 4.08 Mbps 707 pps
edit Al ftp-data 122 214 MB 159,792 1.90 Mbps 177.55 pps 2.00 Mbps 188 pps ||
& ping 54 212 M8 148,795 1.89 Mbps 165.33 pps. 1.91 Mbps 166 pps
20 unclassified 865 153 M8 377,117 1.36 Mbps 419.02 pps 1.84 Mbps 539 pps
20 PeopleSoftPayroll 59 150 MB 237,996 1.33 Mbps 264.44 pps. 1.41 Mbps 271 pps
Schedule Pl tftp 145 149 MB 111,400 1.32 Mbps 123.78 pps. 1.60 Mbps 150 pps.
POF 2 citrix_ 59 121 M8 1,279,354 1.07 Mbps 1421.50 pps 1.09 Mbps 1459 pps
PeopleSoft_GL 59 114 M8 451,463 1.01 Mbps 501.63 pps 1.03 Mbps 513 pps
Export to CSV ms-wbt 9 110 MB 277,627 979.56 Kbps 308.47 pps. 1.09 Mbps 322 pps
oy ms-office-365 204 108 MB 149,809 956.59 Kbps 166.55 pps. - -
164 92 MB 1,009,785 814.78 Kbps 1121.98 pps
PeopleSofl_GL 60 83 MB 447,281 738.83 Kbps 496.98 pps. - -

Right click on an application in the table to graph all applications across all devices.

Top 10 Application [Bytes or Flows]
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B
Type here to filter repo;

¥ Reports.
Interface Bandwidth
Top Analysis
1Ps and Ports,
1Ps and Application
Al Unique Flows.
» Address
¥ Applications
Protocol
Protocol Port
Application Group

Application Flow Dura
Top Wan Applications
Top Wan Appilcation
Raw Application Topo
Raw Application Path
Application Projectior
Site Traffic Applicatio
Site to Site Applicatio
Site to Site Performa
DSCP vs Application
Business Relevance
Traffic Class.

> Qos

» Network

» Medianet

Application

11/14/16, 04:15:00 PM to 11 00 PM  Data bin

[ . |} —Alllnnemces T
- T - T

Search wan & flow.app=cuseeme

1 minute

Execute Report

Number of fl

T

| ]
[ime seres |0

Report Actions
Save

Save As

Create

Edit

Schedule

POF

Export to CSV
Help.

Nov 14,0417 PM Nov 14,0419 PM Nov 14, 04:21 PM
Show Total Bytes

Number of datasets: 11

Nov 14,04:23 PM

Nov 14,0425 PM

Nov 14, 04.27 PM Nov 14, 0429 PM

a-

Application Total Flows Total Bytes. Total Packets. Average Bit Rate Average Packet Rate  Peak Bit Rate Peak Packet Rate
A cuseeme 46 MB 29,8: 4.98 Mbps [l 5.08 Mbps 28 pps
1 3M8 6,251 23.80 Kbps 6.95 pps 357.01 Kbps 104 pps
1 966 KB 1,830 8.59 Kbps 2.03 pps 128.83 Kbps 30 pps
15 620 KB 570 5.51 Kbps 0.63 pps 82.70 Kbps 9 pps
2 582 KB 523 5.18 Kbps 0.58 pps. 77.62 Kbps 8 pps.
2 109 KB 946 968.42 bps 1.05 pps. 14.52 Kbps 15 pps
2 103 K8 958 916.04 bps 1.06 pps 13.74 Kbps 15 pps
2 100 K8 1,078 884.45 bps. 1.20 pps. 13.26 Kbps 17 pps
2 81K8 535 722.51 bps 0.59 pps 10.83 Kbps 8 pps
{2 RTP-CAMPUS-VOI... 1 67 KB 361 595.31 bps 0.40 pps 8.93 Kbps 6pps
RTP-CAMPUS-VOICE 1 37K8 613 326.93 bps. 0.68 pps - -

Expand an application in the table to show devices and right click on a device to select between Graph
View and Top Analysis View.

Graph View — generates an Application outbound flow report for all applications and all devices within

the system.

L]
ype here to filter repo.

¥ Reports
Interface Bandwidth
Top Analysis
1Ps and Ports
1Ps and Application
All Unique Flows.
» Address
¥ Applications.
Protocol
Protocol Port
Application Group

Application Flow Dura
Top Wan Applications.
Top Wan Appilcation
Raw Application Topo
Raw Application Path
Application Projectior
Site Traffic Applicatio
Site to Site Applicatio
Site to Site Performa
DSCP vs Application
Business Relevance
Traffic Class

> Qos

» Network

» Medianet

Application

11/14/16, 04:20:00 PM to 11/14/16, 04:3 1 Data bin:

[ .. W Aninterfaces .

1 minute

N coenaiz
riter [ Ll ouvona

Search wan & device = ¢ 12.test.com &

Execute Report

Number

Report Actions
save

Save As

Create

Edit

Schedule
POF
Export to CSV.

Help

gzons
a

10 M8

Nov 14,0422 PM Nov 14,04.24 PM Nov 14, 04:26 PM
Show Total Bytes

Number of datasets: 1

Nov 14,0428 PM
Date

Nov 14, 04:30 PM

Nov 14, 04:32 PM Nov 14, 04:34 PM

a-
‘Application Total Flows Total Bytes Total Packets Average Bit Rate Average Packet Rate  Peak Bit Rate Peak PacketRate |
2 cuseeme 5 4.57 Mbps 717.97 p 4.65 Mbps 730 pps

Top Analysis View — generates a Top Analysis outbound flow report for the selected device.
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@ [
‘ype here to filter repc
¥ Reports
Interface Bandwidth
Top Analysis
1Ps and Ports
1Ps and Application
All Unique Flows

Flow Reports

Top Analysis

11/14/16, 04:20:00 PM to 11/14/16, 04:35:00 PM

d Custom

> Adress Source (ECTEETIIT N TS Number of flows: 15 8 csv i Resuts
" on Filter = I sasic w0
> Network
> Medianet Search wan & device = c1941APN-212.test.com & flow.app=cuseeme x ?
» Applications (AVC)
> PR Time Protocol Src IP Addr Src Port Dst IP Addr Dst Port Application Flow Record Co... Bit Rate Packet Rate Src Country Dst Countr
» Wireless Nov 14, 2016... UDP 10.254.20.88 7,648 10.254.101.2... 7,648 cuseeme 1 4.59 Mbps 720.08 pps - -
> AnyConnect Nov 14, 2016... UDP 10.254.20.88 7,648 10.254.101.2... 7,4 cuseeme 1 4.47 Mbps  701.90 pps -
> Zifen Nov 14, 2016... UDP 10.254.20.88 7,648 cuseeme 1 458Mbps  718.99 pps -
» Miscellaneous Nov 14, 2016... UDP 10.254.20.88 7,648 cuseeme 1 4.59 Mbps 720.01 pps -
Nov 14, 2016... UDP 10.254.20.88 7,648 cuseeme 1 4.59 Mbps 720.05 pps -
¥ Custom Reports Nov 14, 2016... UDP 10.254.20.88 7,648 cuseeme 1 4.58 Mbps 719.92 pps -
AppDscp Nov 14, 2016... UDP 10.254.20.88 7,648 cuseeme 1 4.59 Mbps 720.03 pps -
asdf Nov 14, 2016... UDP 10.254.20.88 7,648 cuseeme 1 4.59 Mbps 720.03 pps -
avc-asrbest Nov 14, 2016... UDP 10.254.20.88 7,648 1 7 cuseeme 1 455Mbps  714.31pps -
banwidth Nov 14, 2016... UDP 10.254.20.88 7,648 10.254.101.2... 7, cuseeme 1 4.54 Mbps 712.16 pps -
Nov 14, 2016... UDP 10.254.20.88 7,648 10.254.101.2... 7, cuseeme 1 4.56 Mbps 716.40 pps -
benstest Nov 14, 2016... UDP 10.254.20.88 7,648 10.254.101.2... 7, cuseeme 1 4.58 Mbps 719.28 pps -
% BKPPort Nov 14, 2016... UDP 10.254.20.88 7,648 10.254.101.2... 7,6 cuseeme 1 4.58 Mbps 718.86 pps -
boss45 Nov 14, 2016... UDP 10.254.20.88 7,648 10.254.101.2... 7, cuseeme 1 4.56 Mbps 716.26 pps -
Boston Nov 14, 2016... UDP 10.254.20.88 7,648 10.254.101.2... 7,648 cuseeme 1 4.59 Mbps 720.06 pps -
Report Actions
Sove As
< Flows 1 - 15 >
Top 10 Application Performance
... . o~
Top 10 Application Performance Avg Application Delay
Application name |Avg Network Del... Avg Applica... = 1| Retransmissions Flows
> rtmpe 0 ms 513 ms 0 14
» unknown 0 ms 504 ms 0 129
» PeopleSoftPa... 0 ms 108 ms 262 15
> citrix 86 ms 76 ms 0 15
» ms-wbt 75 ms 75 ms 0 30
> secure-http 6 ms 10 ms 14 3
> ssl 6 ms 10 ms 30 7
> http 2s 2 ms 865 39
> citrix_ 2 ms 2 ms 0 15
> cuseeme 0 ms 0 ms 0 3

Top 10 Voice/Video Performance

=

Top 10 Voice/Video Performance

Jitter

A
v

» RTP

» RTP
» RTP

Application name

» PeopleSofl_GL
» RTP-CAMPUS-...
» PeopleSofl_GL
» RTP-CAMPUS-...
» RTP-CAMPUS-...

» RTP-CAMPUS-...
» RTP-CAMPUS-...

RTP SSRC

1921471849
4080166714
1347903890
1347903890
4080166714
1929191128
1929191128
1699594607
1699594607
1929191128

Jitter

w1 Loss Events

153.30 s
10.10 s
1.00 s
1.00 s
507.78 ms
502.05 ms
379.67 ms
366.16 ms
350.49 ms
256.17 ms

15,161
15

0

0

869

0
24,239
0

0

0
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Top 10 HTTP Host

Top 10 HTTP Host  HTTPHit Count

HTTP Host HTTP Hit Count 1| Bytes

» cdn.content.prod.cms.msn.com 47 110 KB
» wpad.apn.com 42 106 KB
» wpad.APN.COM 36 59 KB
» fonts.googleapis.com 32 13 KB
» www.pandora.com 29 8 MB
» mail.office365.com 29 14 KB
» www.ebay.com 29 5MB
» WWw.cisco.com 29 2 MB
» www.gotomeeting.com 28 26 KB
» www.salesforce.com 25 22 KB

IP SLA Dashboard

The IP SLA Dashboard presents a snapshot of the IP Service Levels that are active within the network, it
lists the Thresholds in the past Hour, 6 Hours, or 1 day. It displays the Overall Health, the last 100
Alerts, Trending of the Alerts and type of Alerts. Within each widget the order can be displayed from
Highest to Lowest, or vice-a-versa by clicking on the title bar within each widget.

System  Application QoS | Flow | TP SLA| WAN
Main Py
Alens 1h 6h 1d

Reports » Warning Thresholds Updste Deshboard

Overall Health Last 100 IP SLA Alerts

2,500

2,000

efine Sites. 3 /08/23 04: o

onfigure Alerts % 1s00 ..
H 2,596 19/
Manage System Tests & 1000 .

0:55.

500 gt o

a38 /08/23 04:28:58... War

o 2019/08/23 04:27:56... Warnin

.. 9
Normal Warning Errors 2019/08/23 04:26:55... Warring

Trending (Aug 23, 10:30 AM to Aug 23, 04:33 PH)

10:40AM  11:00AM  1120AM  11:40AM  12:00PM  12:20PM  12:40PM  OLODPM  O01:20PM  O1:40PM  0200PM  02:20PM  02:40PM  03:00PM  03:20PM  03:40PM  04:00PM  04:20 PM

Test Types

Trpe Normal + arning rrors

ter
1cHp Exno ez 2

Right-clicking in any of the widgets will give you the option to view the Pre- and Post-Policy graphs for
the policy selected.

Click on the + sign next to Warning Thresholds to customize the dashboard parameters. This is a
Warning message specific to the IP SLA technology and does not generate alerts in the LiveNX system.

= Warning Thresholds ’ Update Dashboard l
[J Report a When:
Video Voice Data Applications
Latency = |1,000 ms MOS < |3.5 Latency = 1,000 ms
Loss > |1 packets
Jitter > 100 ms

*  Video test types include telepresence, IP TV, and VSC. Latency, loss, and jitter values are
configurable, allowing you to fine-tune the test to your needs.

*  The MOS score is used to determine health.
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*  Data applications are a collection of IP SLA test types, including, DNS, DHCP, HTTP, FTP,
PATH_ECHO, UDP_ECHO, and ICMP_ECHO tests. Latency is the most important value for
these tests.

The overall health chart displays a running count of the health values of each test attempt across all
devices in the application. Any records that exceed the thresholds defined in the Warning Thresholds
section of the IP SLA dashboard will appear as a warning.

Overall Health

2,500
2,000
"]
T 1,500 Most S ful R
' 1 ost Successful Report
$ 2,896 Save Image :
& 1,000 | _ 9
500 |
438
0.
MNormal Warning Errors

Right click on the bar chart to select most Successful/Warnings/Errors Report and save an image.

IP SLA Overall Health report: depending on the bar chart selected, LiveNX generates an IP SLA Overall
Health report sorted by Normal in highest to lowest order if you right clicked on the Normal bar, Warn-
ing in highest to lowest order if you right clicked on the Warnings bar, and Errors in highest to lowest
order if you right clicked on the Errors bar.

e @ 1P SLA Reports
Q- Type here to filter repo
v
e IP SLA Overall Health
Overall System Health 11/14/16, 03:40:04 PM to 11/14/16, 04:40:04 PM
Single Test Time Series
Single Type Health 1h 6h 1d 30d Cu
Video Operation Threshold Waming Thresholds
Ve Opsraton T 5o [ P T
v Custom Reports
@y health i Type Tag Device Destination Avg Latency (.. AvgJitter (. AvgLoss (pack.. AygM... N.. ¥1 Warning Errors  Records
@ Test - Test 13itter Cat3850APN... 10.254.254.212 0.00 113 000  4.06 30 0 0 30
@ Test-Test 2)itter €1811-ES-1... 192.0.1.2 71.66 22521 0.00  4.06 14 0 0 14
76 DNS DNS Server 2 Cisco6509_1... mail.google.com 1.00 1 0 0 1
9 ICMP Echo Layer 2 Test Cisco6509_1... 30.30.10.5 721.00 1 0 0 1
101CMP Echo Layer 2 Test  Cisco6509_1... 30.30.10.5 811.00 1 0 0 1
77 DNS DNS Server 2 Cisco6509_1... mail.google.com 506.00 1 0 0 1
69 DNS DNS Server 1 Cisco6509_1... mail.google.com 282.00 1 0 0 1
11CMP Echo Layer 2 Test  Cisco6509_1... 30.30.10.5 6,826.00 0 1 0 1
4Jitter €1811-ES-1... 10.0.0.1 106.08 242.86 000 285 0 14 1 15
6ICMP Echo Layer 2Test  Cisco6509_1... 30.30.10.5 1,676.00 0 1 0 1
78 DNS DNS Server 2 Cisco6509_1... mail.google.com 1,161.00 0 1 0 1
74 DNs DNS Server 2 Cisco6509_1... mail.google.com 6,267.00 0 1 0 1
5ICMP Echo Layer 2 Test  Cisco6509_1... 30.30.10.5 1,429.00 0 1 0 1
7 ICMP Echo Layer 2 Test Cisco6509_1... 30.30.10.5 8,002.00 o 1 o 1
5 Jitter C1811-ES-1... 10.0.12.1 99.65 220.86 000 285 0 14 2 16
75 DNS DNS Server 2 Cisco6509_1... mail.google.com 6,507.00 0 1 0 1
21CMP Echo Layer 2Test  Cisco6509_1... 30.30.10.5 1,558.00 0 1 0 1
e — 71 DNS DNS Server 1 Cisco6509_1... mail.google.com 5,564.00 0 1 0 1
Report Actions 8ICMP Echo Layer 2Test  Cisco6509_1... 30.30.10.5 2,400.00 0 1 0 1
1Jitter C1811-ES-1... 192.168.11.2 94.49 22331 000 285 0 13 4 17
Save 70 DNS DNS Server 1 Cisco6509_1... mail.google.com 2,233.00 0 1 0 1
Save As 3ICMP Echo Layer 2 Test Cisco6509_1... 30.30.10.5 11,891.00 0 1 0 1
720N DNS Server 1 Cisco6509_1... mail.google.com 6,087.00 0 1 0 1
3 Jitter €1811-ES-1... 192.0.1.1 96.76 237.07 0.00 2.85 0 14 0 14
sehedule 41CMP Echo Layer 2 Test  Cisco6509_1... 30.30.10.5 5,149.00 0 1 0 1
730NS DNS Server 1 Cisco6509_1... mail.google.com 12,573.00 0 1 0 1
POF
Export to CSV
Help.

Save image: create a .png file of the bar chart for saving.

Last 100 Alerts

This table displays the last 100 IP SLA alerts that have appeared in LiveNX. The alerts are configured in
the IP SLA triggers section in the Configure Alerts dialog box.
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Last 100 IP SLA Alerts

Time Severity Device Type Details

2013/06/06 02:... Warning OSPF-POD-172 IP SLA error Test ID - 43; E... =
2013/06/06 02:... Warning OSPF-POD-172 IP SLA error TestID - 29; E...| |
2013/06/06 02:... Warning OSPF-POD-172 IP SLA error Test ID - 21; E...
2013/06/06 02:... Warning c2821-185 IP SLA error Test ID - 8; Er...
2013/06/06 02:... Warning c2821-185 IP SLA error Test ID - 7; Er...
2013/06/06 02:... Warning c2821-185 IP SLA error Test ID - 6; Er...
2013/06/06 02:... Warning OSPF-POD-173 IP SLA error Test ID - 4; Er...
2013/06/06 02:... Warning CT-RTR1 IP SLA error Test ID - 12; E...
2013/06/06 02:... Warning CT-RTR1 IP SLA error Test ID - 10; E...
2013/06/06 02:... Warning CT-RTR1 IP SLA error Test ID - 8; Er...
2013/06/06 02:... Warning CT-RTR1 IP SLA error TestID - 6; Er... .

Trending

The trending section displays a time-series chart depicting the aggregated health values for all tests.
Right click on the chart to select among Reset Zoom, Most Successful/Warnings/Errors report, Save
Image.

Trending (Aug 23, 10:30 AM to Aug 23, 04:33 PH)

20 ‘

10:40AM  11:00AM  11:20AM  11:40AM  12:00PM  12:20PM  12:40PM  O1:00PM  01:20PM  OL:40PM  02:00PM 0220 PM  02:40PM  03:00PM  03:20PM  03:40PM  04:00 PM  04:20 PM

Reset Zoom — left click and drag to zoom the trending chart to the area selected. Use the Reset Zoom to
return to the default view.

Most Successful, Warnings or Errors Report— depending on the color selected (green, yellow or red),
LiveNX generates an IP SLA Overall Health report sorted by Normal in highest to lowest order if you
right clicked in the green area, Warning in highest to lowest order if you right clicked in the yellow area,
and Errors in highest to lowest order if you right clicked in the red area.

Test Types

The Test Types table displays the health values for all user-configured systems.
Test Types
Type Normal . Warning Errors
Jitter 3,749 0 22,559
DNS Most Successful Report 130
HTTP 60 0 120
DHCP 0 0 302
FTP 0 0 &0
UDP Echo 0 0 &0
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Highlight a row and then right-click on an entry in the Normal, Warning or Errors cell to generate an
IP SLA Single Type Health report sorted by the most Normal, the most Warnings or the most Errors,

[] IP SLA Reports
Q- Type here to filter repo
¥ Reports H
s IP SLA Single Type Health
Ovarall Systam:Heafth 11/14/16, 03:41:16 PM to 11/14/16, 04:41:16 PM
Single Test Time Series |
ISingle Type Health 1h 6éh 1d 1w ustom
Video Operation Threshold —-
A A
Video Operation Tme serie]| [LAeviees L Jl cvrecro [
¥ Custom Reports
@ health Warning Thresholds
@ Test - Test
@ Test-Test
& Latency (ms) s
Id | Type Tag Device Destination Min Avg % Normal Warning Errors Records
9ICMP Echo Layer 2 Test Cisco6509_14... 30.30.10.5 721.00 721.00 721.00 1 o o 1
10 ICMP Echo Layer 2 Test Cisco6509_14... 30.30.10.5 811.00 811.00 811.00 1 o 0 1
1ICMP Echo Layer 2 Test Cisco6509_14... 30.30.10.5 6,826.00 6,826.00 6,826.00 0 1 o 1
21ICMP Echo Layer 2 Test Cisco6509_14... 30.30.10.5 1,558.00 1,558.00 1,558.00 o 1 o 1
3ICMP Echo Layer 2 Test Cisco6509_14... 30.30.10.5 11,891.00 11,891.00 11,891.00 0 1 o 1
41CMP Echo Layer 2 Test Cisco6509_14... 30.30.10.5 5,149.00 5,149.00 5,149.00 0 1 ) 1
SICMP Echo Layer 2 Test Cisco6509_14. .. L 1,429.00 1,429.00 1,429.00 o 1 0 1
6 ICMP Echo Layer 2 Test Cisco6509_: 1,676.00 1,676.00 1,676.00 0 1 o 1
7 ICMP Echo Layer 2 Test Cisco6509_ .. 8,002.00 8,002.00 8,002.00 o 1 o 1
8 ICMP Echo Layer 2 Test Cisco6509_14... 30.30.10.5 2,400.00 2,400.00 2,400.00 0 1 0 1
Report Actions
Save
Save As
Schedule
PDF
Export to CSV
Help

System Tests

The System Tests table displays the health values for all user-configured system tests.

System Tests

System Test Normal Warning Errors

Most Warnings Report

Highlight a row and then right-click on an entry in the Normal, Warning or Errors cell to generate an
IP SLA System Test Health report for the selected system test sorted by the most Normal, the most

Warnings or the most Errors, respectively.

System Tests
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[ ]

IP SLA Reports

Q- Type here to filter repol
¥ Reports
Overall Health
Single Test Time Series
Single Type Health
Video Operation Threshold
Video Operation Time Serie
¥ Custom Reports
@ health
@ Test - Test
@ Test-Test

Report Actions
Save

Save As

Schedule
PDF
Export to CSV

Help

IP SLA Overall System Health

10/15/16, 05:42:43 PM to 11/14/16, 04:42:43 PM
1h 6h 1d 1w 30d Custom

All System Tests o

Warning Thresholds

[ Execute Report |

Latency (ms) Jitter (ms) Loss (packets)

N: D | it
ame D |Type Tag Device Destimation |0~ U0 i [Min JAvg [Max [Min  [Avg |Max

. ¥ 1 Warn... Errors  Reco..

WAN Dashboard

The WAN Dashboard presents a snapshot of the state of Per Flow Routing that is active within the Wide
Area Network (WAN). It displays Alerts group by all alerts and by Site pairs, by Site, Application Group,
Site Utilization, by App group (Bandwidth by Site, by Service Provider), by Service Provider (Utiliza-
tion, by site).

System  Application | QoS | Flow | 1P SLA [WAN|

Main 2
Alents

Reports

Setwp 2
Discover Devices

Manage Devices

Define Sites

Configure Alerts

Configure Flow

Learn PiR3 Settings

Alerts

All Alerts

Dashboard Performance

7 Enable SD WAN Control Filter Al Sites 3

15m 30m 1hr 4hr

08/23/19, 04:25:00 PM to 08/23/19, 04:40:00 P

Top 10 Alerts by Site Pair

Alerts

o
Doy

Syneyto

Unreschasie

Tokyo to

Application 2
Configure App Groups (D.
Inbound Outbound Utilization
Site
Top 10 Alerts by Site

Site Utilization by App Group (DSCP) Site Utilization by Service Provider

Alests % Capacity Utilized S % Capacity Utilized
. ® o == o o 2o
— .
= scavenc
Syoney I—— " - s ] e
) “" - CRITICAL NeT
= er 3 - Video- !
Unreachasl ™ network-control
Tooo ——
revoncnenagenent
App Group (DSCP)
Top 10 Alerts by App Group (DSCP) App Group (DSCP) Bandwidth by Site App Group (DSCP) Bandwidth by Service Provider
Alerts 5 Bit Rate
. © 0o o e o - 21 vt
s oo ]
o ecetr ™ et
=0y oo e s
e souEvcerl pova e
vicetr e SowinG S|

“CRITICAL

Configure App Groups

Click on a chart title within the dashboard to automatically generate a LiveNX PfR flow report. Mouse
over the bar of interest to get tool tips, including the value of each segment in a stacked bar.

The PR dashboard charts alerts, site, application group and service provider statistics in either the
Inbound or Outbound direction. Click on either Inbound or Outbound to select the direction; default
is Outbound. The charts compute statistics for the last 15 minutes, 30 minutes, 1 hour or 4 hours. Click
on 15m, 30m, 1h or 4h to select the duration. The date and time values below the duration selection
indicate the start and end times of the charted data.

There are two charts in the Alerts section of the PfR Dashboard: All Alerts and Top 10 Alerts by Site
Pair. PfRv3 supports four alerts: Loss, Delay, Jitter and Unreachable.

WAN Dashboard
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All Alerts charts the total number of alerts for the system in a stacked bar chart format, color-coded to
indicate the four types of PfRv3 alerts.

All Alerts
Alerts
Q S.D
I ——
W | poss
W Delay
W Jitter

Al Unreachable

Top 10 Alerts by Site Pair charts the top 10 site pairs that generate the largest number of alerts. The
alerts are charted in a stacked bar chart format, color-coded to indicate the four types of PfRv3 alerts.
The sites are device level attributes that are user-defined in the Device/Interface tree view. Defining sites
is described — BasicSetup.

Top 10 Alerts by Site Pair

Alerts
0 10 20 a0 40

Sydney to Tokyo | = Loss

W Delay
W Jitter
Unreachable

Tokyo to Sydney |

There are three charts in the Site section of the PfRv3 Dashboard: Top 10 Alerts by Site, Site Utilization
by Application Group, and Site Utilization by Service Provider.

Top 10 Alerts by Site

Top 10 Alerts by Site charts the top 10 sites generating the most alerts. The alerts are charted in a
stacked bar chart format, color-coded to indicate the four types of PfRv3 alerts. The sites are device
level attributes that are user-defined in the Device/Interface tree view.

Top 10 Alerts by Site

Alerts

sydney [ " s

W Delay
B Jitter
Unreachable

Tokyo |

Site Utilization by Application Group

Site Utilization by Application Group charts the capacity of each site, based on the application groups.
The capacity is charted in a stacked bar chart format, color-coded to indicate the applications used by
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that site. Sites are device level attributes and capacities are interface level attributes that are user-defined
in the device/interface tree view. Application groups are attributes that are user-defined in the Config-
ure Application Groups section of the PfRv3 Dashboard.

Site Utilization by App Group (DSCP)

% Capacity Utilized
- 0% 100% W Best-Effort

' H Woice-EF
I ——
Lns_AngeItlas 0 B SIGNALLING

Birminghar I— B " SCAVENGER
Madison I ] : B Video-AF41
San_Jose I :
Seattle [ B ; 5 M CRITICAL
London N g 5 W network-control
Louisville : : network-management
DC-Mew_York : :
Rest | unknown

Site Utilization by Service Provider

Site Utilization by Service Provider charts the capacity of each site, based on the service provider. The
capacity is charted in a stacked bar chart format, color-coded to indicate the service providers associ-
ated to that site’s interfaces. Sites are device level attributes, while capacities and service providers are
interface level attributes that are user-defined in the device/interface tree view.

Site Utilization by Service Provider

% Capacity Utilized
0% 50 100%

Louisville
DC-Mew_York |
Rest |

There are three charts in the Application Group section of the PfRv3 Dashboard: Top 10 Alerts by
Application Group, Application Group Bandwidth by Site and Application Group Bandwidth by Ser-
vice Provider.
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Top 10 Alerts by Application Group

Top 10 Alerts by App Group (DSCP)

Alerts
o 5 10 15 20
W | oss
Delay
Jitter

voice-Er |

Unreachable

Top 10 Alerts by Application Group charts the top 10 application groups generating the most alerts.
The alerts are charted in a stacked bar chart format, color-coded to indicate the four types of PfRv3
alerts. The application groups are attributes that are user-defined in the Configure Application Groups
section of the PfRv3 Dashboard.

Application Group Bandwidth by Site

Application Group Bandwidth by Site charts the highest bandwidth application groups. The applica-
tion groups are charted in a stacked bar chart format, color-coded to indicate the various sites associ-
ated with the application groups. The sites are device attributes that are user-defined in the Device/
Interface tree view and application groups are attributes that are user-defined in the Configure Applica-
tion Groups section of the PfRv3 Dashboard.

App Group (DSCP) Bandwidth by Site

Bit Rate Los_Angeles
0 bps 1 Mbps 2 Mbps DC-Mew _York
Best-Effort I Imm W Madison
Voice-EF [ ]] | London
Video-aF41 M Seattle
SCAVENGER | W Austin
SIGNALLING | ® Birmingham
CRITICAL
network-management Louisville
network-control San_Jose
unknown Rest

Application Group Bandwidth by Service Provider

Application Group Bandwidth by Service Provider charts the highest bandwidth applications by appli-
cation group. The application groups are charted in a stacked bar chart format, color-coded to indicate
the various service providers associated with the application groups. The service providers are interface
attributes that are user-defined in the Device/Interface tree view and application groups are attributes
that are user-defined in the Configure Application Groups section of the PfRv3 Dashboard.

Top 10 Alerts by Application Group
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App Group (DSCP) Bandwidth by Service Provider

Bit Rate
0 bps 500 Kbps 1 Mbps 1.5 Mbps 2 Mbps 2.5 Mbps

Best-Effort
Voice-EF
Video-AR41 MPLS
SCAVENGER INET
SIGNALLING
CRITICAL
network-management
network-control
unknown

There are three charts in the Service Provider section of the PfRv3 Dashboard: Top 10 Alerts by Service
Provider, Service Provider Utilization by Application Group and Service Provider Utilization by Site.

Top 10 Alerts by Service Provider

Top 10 Alerts by Service Provider charts the top 10 service providers generating the most alerts. The
alerts are charted in a stacked bar chart format, color-coded to indicate the four types of PfRv3 alerts.
Service providers are interface level attributes that are user-defined in the Device/Interface tree view.

Service Provider
Top 10 Alerts by Service Provider

Alerts
o 50 100

W | oss
Delay
Jitter

mpLs [ Unreachable

Service Provider Utilization by Application Group

Service Provider Utilization by Application Group charts the percent of capacity utilized by service pro-
vider. The utilized capacity is charted in a stacked bar chart format, color-coded to indicate the applica-
tion groups associated with that service provider. Capacities and service providers are interface level
attributes that are user-defined in the Device/Interface tree view and application groups are attributes
that are user-defined in the Configure Application Groups section of the PfRv3 Dashboard.

Top 10 Alerts by Service Provider
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Service Provider Bandwidth by App Group (DSCP)

Bit Rate

0 bps 1 Mbps 2 Mbps 3 Mbps 4 Mbps Best-Effort

Voice-EF
W Video-AFR41
MPLS [ 1 SCAVENGER
B SIGMALLING
B CRITICAL
W network-management
INET network-control
unknown

Service Provider Utilization by Site

Service Provider Utilization by Site charts the percent of capacity utilized by service provider. The uti-
lized capacity is charted in a stacked bar chart format, color-coded to indicate the sites associated with
that service provider. Sites are device attributes while capacities and service providers are interface attri-
butes that are user-defined in the Device/Interface tree view.

Service Provider Bandwidth by Site

Bit Rate Los_Angeles
0 bps 1 Mbps 2 Mbps 3 Mbps 4 Mbps DC-New_York
B Madison
MPLS B EEE Birmingham
W London
W Seattle
W Austin
Louisville
INET San_lose
Rest

Learn PfRv3 Settings

The Learn PfRv3 Settings feature allows users to easily setup the PfR/IWAN semantics to monitor Per-
formance. These Settings will allow LiveNX to populate the WAN/P{R dashboard. The settings learned
are as follows:

PfRv3 devices including master controller and border router loopback IP address at each site
Sites

WAN Tunnels

Capacities of the WAN Tunnels

Service Providers

Site IP Addresses
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System | Application QoS | Flow | IP SLAI—MN-I

- Main %
Alerts
Reports .
P Site
Setup % Top 10 Alerts by Site

Discover Devices

Manage Devices o 1o
Define Sites

sydney [INEGEGEG_G_—
Configure Alerts
Configure Flow
Learn PfRv3 Settings

Tokyo |

Once selected, the dialog window will appear. Select the appropriate time range for LiveNX to learn the
settings for all the sites in your system.

e Learn PfRv3 Settings

PfR Learn Site Details

LiveMNX will attempt to learn your existing PfR site details

by analyzing flow data being sent. All PfR devices of an existing site
must be monitored by and exporting PfR flows to LiveNX in order to
learn the details of that site.

1Hour 1 Day 1Week Custom

Learn Cancel

The Learning process will analyze flow data being sent by the PfR enabled devices in the network.
Options include 1 hour, 1 day, 1 week and a Custom time range. Once the process completes you will
see the sites that were learned (including the Loopback IP addresses of the Master Controller (MC)
associated with each site).

Learn PfRv3 Settings 66



LiveNX Engineering Console User Guide

Site Name:

Note

Site Name Loopback IP Tokyo

Tokyo 10.0.0.103 n .

Sydney 10.0.0.104 gl
10.0.0.101

10.0.0.102
10.0.0.103
20.1.1.0/24
21.1.1.0/24

Devices:

Master Controller:

Hostname Loopback IP
IWAN-DC-MC 10.0.0.103

Border Routers:

Hostname Loopback IP WAN Interfa... Service Pro.. Input Capac... Output Cap...

IWAN-BR_l... 10.0.0.101 Tunnell0l INET 10000 10000
Apply Site
Apply Cancel

The Note Column Identifies the Following

*  NEW: New site Learned during this process
*  UPDATES: New site IP address prefixes were learned
* LO_IP_ONLY: Only the Loopback IP address of the sire was learned

*  GRP_SITE: If this appears please remove the grouping (refer to Manage Performance Groups
and Application Groups on page 248)

Details Displayed Are

Site Name (editable): The site name is automatically populated by LiveNX, and will be the DNS
name associated with the MC’s Loopback IP address or the hostname.

Site IP’s (editable): The loopback IP addresses of the PfRv3 MC and BR9 per site will be populated
here, along with the learned IP prefixes for user traffic per site.

Master Controller: Details of the MC including the hostname and IP address of the MC

Border Routers: Hostname, Loopback IP, WAN interfaces, service providers and capacities per
WAN link

To apply the settings for a site click Apply Site and to apply for ALL sites click Apply

The learned site settings can now be confirmed in the expanded device view
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Dashboard | Manage [[£¢ Collapse
|

Name IP Address Node Label  Input Capac... Output Cap.. WAN Service Pr.. Site Site IP
» [ Austin
irmingham Birmingham 10.100.51.0/24,192.168.102.0/24
» [ pc-New York DC-New_York  192.168.10.0/24,192.168.15.0/24
lorida
Impairment
» I iternet
» [ London
» [ Los Angeles Los_Angeles 192.168.107.0/24
» O Louisville
» [ madison
» [ Melbourne
» [ san Jose
» [ seattle
v [ sydney
v @ WAN-Br1_Sydney 10.100.51.35  Local Sydney 10.0.0.104,22.1.1.0/24
% GigabitEthernet4 22.1.1.254
% Loopback X
& Tunnel100 172.16.1.1 5.0 Mbps 5.0 Mbps MPLS
& Tunnel101 172.16.2.1 10.0 Mbps  10.0 Mbps INET
v [l Tokyo
v @ IWAN-BR_INET 10.100.51.32  Local Tokyo 10.0.0.101,10.0.0.102,10.0.0.103,20.1.1.0/24,21.1.1.0/24
% GigabitEthernet2 11.11.11.3
% GigabitEthernetd 21.1.1.254
& Tunnel101 172.16.2.254 10.0 Mbps  10.0 Mbps INET
v @ IWAN-BR_MPLS 10.100.51.31 Local Tokyo 10.0.0.101,10.0.0.102,10.0.0.103,20.1.1.0/24,21.1.1.0/24
% GigabitEthernet2 11.11.11.2
% GigabitEthernetd 20.1.1.254
% Tunnel100 172.16.1.254 5.0 Mbps 5.0 Mbps MPLS
» @ IWAN-DC-MC 10.100.51.30  Local Tokyo 10.0.0.101,10.0.0.102,10.0.0.103,20.1.1.0/24,21.1.1.0/24
» [ VLAN segment
» @) AppleFastlane-3560 10.100.51.20 Local
» @3 AppleFastlane-4331 10.100.51.21 Local
» @) IPv6FlowDevice 10.100.51.27 Local
o, SE-FS-VE-LTM 10.100.51.39  Local

*  The WAN-P1R dashboard will now also populate statistics.

Note When changes are made to the dashboard the update will finish in approximately 10 minutes.
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About Alerts and Notifications

LiveNX supports real-time monitoring of the network and generates alerts to the user when anomalous
network conditions occur. LiveNX creates visual changes in the system view that affect the status icons
for devices and interfaces, and keeps a running log of all alerts generated by the system. To prevent false
warnings from occurring, LiveNX provides the user with the flexibility to define the thresholds that

define the anomalous network condition.

View Alerts

LiveNX displays all alerts in a real-time fashion. Go to Tools > View Alerts.

[ ] In-Application Alerts
Time Severity Device Group Alert Type Details
2019/08/30 04:15:3... Alert RTR-DC-MPLS Flow High network delay Application name - http;  Source IP add...
2019/08/30 04:15:3... RTR-DC-MPLS Flow High network delay Application name - DemoServer; Sourc...
2019/08/30 04:15:4... RTR-DC-MPLS Flow High network delay Application name - secure-pop3; Sour...
2019/08/30 04:15:4... RTR-DC-MPLS Flow High network delay Application name - unknown; Source IP
2019/08/30 04:15: SE-LiveWire-NY Flow High network delay Application name - http; Source IP ad
2019/08/30 04:15: RTR-DC-CORE Flow High network delay Application name - http; Source IP ad
2019/08/30 04: SE-LiveWire-NY Flow High network delay Application name - DemoServer; Soul
2019/08/30 04: RTR-DC-CORE Flow High network delay Application name - DemoServer; Soul
2019/08/30 04: . RTR-DC-CORE Flow High network delay Application name - secure-pop3; Sour...
2019/08/30 04:15:4... SE-LiveWire-NY Flow High network delay Application name - secure-pop3; Sour...
2019/08/30 04:15:4... RTR-DC-CORE Flow High network delay Application name - unknown; Source IP...
2019/08/30 04:15:4... SE-LiveWire-NY Flow High network delay Application name - unknown; Source IP_..
2019/08/30 04:15:4... RTR-DC-MPLS Flow High network delay Application name - ms-office-web-app...
2019/08/30 04:15:4... RTR-DC-MPLS Flow High network delay Application name - google-services; S...
2019/08/30 04:15:4... RTR-DC-MPLS Flow High network delay Application name - outlook-web-servic...
2019/08/30 04:15:4... RTR-DC-CORE Flow High network delay Application name - ms-office-web-app...
2019/08/30 04:15:4... RTR-DC-CORE Flow High network delay Application name - google-services; S...
2019/08/30 04:15:4... SE-LiveWire-NY Flow High network delay Application name - Office WebApp; So...
2019/08/30 04:15:4... SE-LiveWire-NY Flow High network delay Application name - google-services; S...
2019/08/30 04:15:4... SE-LiveWire-NY Flow High network delay Application name - outlook-web-servic...
2019/08/30 04:15:4... RTR-DC-CORE Flow High network delay Application name - outlook-web-servic...
2019/08/30 04:15:4... SE-LiveWire-NY Flow Blacklisted NetFlow address Blacklisted address - 192.168.107.11
2019/08/30 04:15:4... Warning RTR_Austin Routing Routing Adjacency State Change  Protocol type - EIGRP; Neighbor addre...
2019/08/30 04:15:4... Warning RTR_Louisville Qo3 Class dropped rate Interface name - GigabitEthernet2; Int...
2019/08/30 04:15:4... Alert SE-LiveWire-LA Flow Blacklisted NetFlow address Blacklisted address - 192.168.107.11
2019/08/30 04:15:4... Warning RTR_Seattle QoS Class dropped rate Interface name - GigahbitEthernet2; Int...
2019/08/30 04:15:4... Warning RTR_Seattle QoS Class dropped rate Interface name - GigabitEthernet2; Int...
2019/08/30 04:15:4... Warning RTR_LosAngeles IP SLA Low MOS score TestID - 1; Threshold - less than or e...
2019/08/30 04:15°4... Warning C5-C3850-23-31 Interface Up/Down Interface down Interface name - GigabitEthernetl j0/1
2019/08/30 04:15:4... Warning C5-C3850-23-31 Interface Up/Down Interface down Interface name - GigabitEthernetl/0/2
2019/0R/30 N4:15:4... Warnina CS-C3R50-23-31 Interface Un/Down_Interface down Interface name - GiaahitFthernet]/0/3

Only the last 100 alerts are shown.

Bring this window to the front when a new alert is received

Beep when a new alert is received

Clear list Export list Historical search Configure alerts

The In-Application Alerts window retains the most recent 100 alerts and displays them with the most
recent at the top of the window. Alerts no longer pertinent can be removed by selecting the alerts and
either pressing the Delete key or right clicking and choosing Remove Selected Alerts. Fields are:

*  Time — time of the alarm

*  Severity — choices are Emergency, Alert, Critical, Error, Warning, Notice, Info and Debug. Default
is Warning (severity choices are covered in the following Configure Alerts section)

*  Device — device name

¢ Alert Type — alert type definitions and thresholds are covered in the following Configure Alerts
section

*  Details — provides additional details about the alert including cleared status, interface name, and
threshold violations.

Enable the check box to bring the window to the front when a new alert is received or to beep when a
new alert is received. The default for both is disabled.

*  Clear List — clicking on this button immediately clears the In-Application Alert window
*  Export List — allows the user to store the alert information in a .csv format

*  Historical Search — provides the user with historical and sorting capability for the alerts
¢ Configure Alerts — allows user-defined thresholds and alert severity definitions

Both the View Alerts and Historical Alerts (see next section) can drill down to a time series report spe-
cific to that individual alert. In order to access the report, right-click on the alert in question and select

About Alerts and Notifications
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Open Report. A time series report encompassing the previous and next thirty minutes from the time of
the alert will be generated.

Historical Alerts

LiveNX supports user-defined alert filtering on the In-Application Alerts. Click on Tools > View Alerts
and click on Historical search.

2019/08/30 04:17:2... Alert AppleFastLane-4331 Flow High network delay

2019/08/30 04:17:2... Alert SE-LiveWire-LA Flow High retransmission count
2019/08/30 04:17:2... Warning IWAN-MPLS-CORE Device Config Chan Running config may have changed
2019/08/30 04:17:2... Alert SE-LiveWire-NY Flow High retransmission count
2019/08/30 04:17:3... Alert RTR-DC-MPLS Flow Blacklisted NetFlow address
2019/08/30 04:17:3... Warning RTR_Austin Device Config Chan Running config may have changed
2019/08/30 04:17:3... Warning RTE Auierin Mt Class dropped rate

2019/08/30 04:17:3... Alert (% OpenReport | High retransmission count
2019/08/30 04:17:3... Warning RT  Drill Down on Specific Flow » 2 Config Chan Running config may have changed
2019/08/30 04:17:3... Warning RT Class dropped rate

2019/08/30 04:17:3... Alert RT ¥ Remove Selected Alerts High retransmission count
2019/08/30 04:17:3... Warning IWAN=-DL-ML vevice Config Chan Running config may have changed
2019/08/30 04:17:3... Alert RTR-DC-CORE Flow Blacklisted NetFlow address
2019/08/30 04:17:3... Alert SE-LiveWire-LA Flow High retransmission count
2019/08/30 04:17:4... Alert RTR_LosAngeles Flow Blacklisted NetFlow address
2019/08/30 04:17:4... Warning RTR_Sanjose QoS Class dropped rate

2019/08/30 04:17:4... Warning C5-C3650-23-36 Interface Up/Down Interface down

N1QINKRITIN NA-T17-4 Warninn FRoFrIREN_22_2R Intarfara I iNman  Intarfars doaoea

LiveNX supports five filter types; each is independently enabled or disabled. Default is disabled for all
types except time, which is defaulted to the last hour since the dialog was opened. If no filters are
selected, all results are returned.

*  Filter by Time — create a time range to filter the alerts using the Start Time/ End Time dialog boxes
*  Filter by Device — filter the alerts by using the drop-down menu to list only the desired device
*  Filter by Alert Type — filter the alerts by selecting only an alert type using the drop-down menu

*  Filter by Severity — filter the alerts by selecting one of the eight available severity labels. There is an
additional option. Include Higher Priorities that will include all priorities above the selected
severity level (i.e. If WARNING is selected, alerts of WARNING, ERROR, CRITICAL, ALERT and
EMERGENCY severity will also be returned).

*  Maximum Number of Results — limit the number of alerts viewed by selecting the drop-down for
100, 200, 500, 1000, 10,000 or 100,000 alerts. Default is 100.

Select Execute to return the desired historical search.

Helpful Tip: If the maximum number of results is reached for any query, narrow the scope and re-exe-
cute the query. The alerts returned from a query are not ordered and thus the list may be missing key
alert values.

Use the magnifying glass and the adjacent text box to further filter the alerts via alphanumeric searches.
This search bar has a range of options ranging from searching case sensitive to only searching for spe-
cific columns. Click on the magnifying glass to see all possible filters.

Note This search only filters the list of alerts gathered, because of the desired filtering.

The current list of alerts can be exported in .csv format by right-clicking on any cell and selecting
Export Data.

Configure Alerts

Alert thresholds and severity levels are user-configured with the Configure Alerts dialog box. Go to
Tools > Configure Alerts or Tools > View Alerts and click on the Configure alerts button at the bottom
of the page.

LiveNX supports eight types of alerts and notifications: Emergency, Alert, Critical, Error, Warning,
Notice, Info and Debug. Default is Warning.
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Each alert can be enabled by clicking on the check box and using the dropdown to select the desired
Alert type.

Device/QoS Triggers

[ JoN Configure Alerts
Flow Triggers IP SLA Triggers Routing Triggers LAN Triggers >

Generate an alert when...
Device Down

Warning E A device becomes unavailable
CPU and Memory

Warning A device's CPU usage reaches or exceeds (>=) 80 %

W,

ning A device's memory usage reaches or exceeds (>=) 90 %

Device Config Change and Access

Warning B The running config changed time is later than the startup config changed time
Warning E Commands are sent to a device using the monitor-only CLI credentials

Warning E The device configuration has been changed by LiveNX

Interface Errors

Warning [ An interface becomes unavailable

Warning An interface has errors (CRC, Frame, Overrun, Ignore, Abort)

QoS Drops
Configuring the following alert triggers will affect the drop status for devices and interfaces.

Warning Interface drop rate exceeds (>) 2,500.000 pps

Generate events only for selected interfaces

Warning E Class drop rate exceeds (>) 1.000 Kbps
Warning E Class-default drop rate exceeds (=) 1,500.000 Kbps
Help Cancel OK

Device Down

*  The device alert is logged in the In-Application Alerts window and increments the Device Up/
Down Alert count in the System Dashboard when the device SNMP polling status changes between
responsive and unresponsive.

*  Default for the Device Down alert trigger is disabled.
CPU and Memory

*  The values in the CPU and memory thresholds are editable only if that alert is enabled (check box
is checked).

*  These alerts are logged in the In-Application Alerts window and increment the Device CPU/
Memory Alert count in the System Dashboard when the Device CPU or memory usage state
exceeds the defined threshold. The count is also incremented when the CPU or memory usage state
falls within the defined threshold.
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*  The device alerts (turns red) in the System Tree View and the Topology View if either the device’s
CPU or memory alert threshold is exceeded and the alert is enabled.

*  Default for the CPU and Memory Device alert triggers are enabled and thresholds set at 80%.
Config Change and Access

*  The config change alert is logged in the In-Application Alerts window and increments the Device
Config Change Alert count in the System Dashboard when the device’s running config changed
time is more recent than the startup-config changed time.

*  The commands sent by monitor only credentials alert is triggered whenever the system uses the
monitor only credentials if that was specified for a device and these credentials are used to send
commands to the device.

*  The device configuration alert is logged in the In-Applications Alerts window and increments the
Device Config Change Alert count in the System Dashboard when any device’s configuration is
changed by LiveNX. The alert contains the device name, the username and the commands sent to
the device.

*  Default for the Config Change alert triggers is disabled.
Interface

*  The interface unavailable alert is logged in the In-Application Alerts window and increments the
Interface Up/Down Alert count in the System Dashboard when the interface SNMP polling status
changes between responsive and unresponsive.

*  The interface errors alert is logged in the In-Application Alerts window when the interface
generates CRC, frame, overrun, ignore or abort errors.

*  Default for the interface error triggers is disabled.
QoS Drops

*  The values in the Interface drop, Class drop and Class-default drop thresholds are editable only if
that threshold is selected. Note that the Interface drop rate is in packets per second, while the Class
drop and Class-default drop rates are in Kilobits per second (Kbps).

*  Click on the Generate events only for selected interfaces check box to trigger the interface drop
alerts only on the interfaces selected during the Add or Discover Device process. Default for the
selected interfaces check box is disabled.

*  The status icons for devices and interfaces will change only if the threshold desired is enabled
(check box is checked).

*  The QoS alert is logged in the In-Application Alerts window and increments either the Interface
drop, Class drop rate or Class-default drop rate count when those respective rates exceed the user-
defined rates.

*  Default for all QoS alert triggers is enabled. Default for Interface drop rates; Class drop rates and
Class-default drop rates is 0.

Flow Triggers

To configure alerts in the Flow technology, go to Tools > Configure Alerts > Flow Triggers tab.
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| JoN | Configure Alerts
Device/QoS Triggers IP SLA Triggers Routing Triggers LAN Triggers >

Generate an alert when...

Flow
Alert E The endpoint of an observed flow is a blacklisted address
Medianet
Alert E Media loss event occurred
Alert Media packet dropped by router
Alert Media min jitter reaches or exceeds (>=) 150 ms
Alert Media max jitter reaches or exceeds (>=) 150 ms
Alert Media mean jitter reaches or exceeds (>=) 500 ms
Alert Media bit rate reaches or exceeds (>=) 15,000 kbps
Alert Media packet rate reaches or exceeds (>=) 3 pps
Alert E Media packet loss percentage reaches or exceeds (>=) 1.001 %
Alert Media round-trip time reaches or exceeds (>=) 3 ms

Applications (AVC)

Alert E Network delay time per connection reaches or exceeds (>=) 200 ms
Alert E Retransmission count reaches or exceeds (>=) 45
PfR
Alert E Performance Based Routing (PfRv2) Out of Policy event occurred
Alert E Performance Based Routing (PfRv3) threshold crossing alert has occured
NSEL
Alert E Network Security Event Logging (NSEL) flow denied event occurred
Help Cancel OK

Each alert can be enabled by clicking on the check box and using the drop-down to select the desired
Alert type. The values in the Medianet thresholds (min jitter, max jitter, mean jitter, bit rate, packet rate,
packet loss and round-trip time) and in the Applications (AVC) thresholds (network delay and retrans-
mission count) are editable only if the alert is enabled (check box is checked). The Flow, Medianet,
AVC, PfR and Medianet alerts are viewed in the Tools > View Alerts and in the Reporting > Flows >
Dashboard. The threshold crossing alerts for PfRv3 are for delay, jitter, drop and unreachable.

IP SLA Triggers

To configure alerts in the IP SLA technology, go to Tools > Configure Alerts > IP SLA Triggers tab.
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| JoN | Configure Alerts
< W Routing Triggers LAN Triggers Custom Triggers Notification Syslog
Cenerate an alert when...
IP SLA
Warning Latency (round-trip time) for a test reaches or exceeds (>=) 200 ms
Warning A test exceeds (>) 3 errors
Jitter (Moice)
Warning E MOS score for a jitter test reaches or falls below (<=) 3.00
Warning Jitter test packet loss reaches or exceeds (>=) 3.000 pps
Warning A test exceeds (>) 3 errors
Video
Warning Video latency reaches or exceeds (>=) 200 ms
Warning Video jitter reaches or exceeds (>=) 3.00 ms
Warning Video packet loss reaches or exceeds (»>=) 3.000 pps
Help Cancel OK

Each alert can be enabled by clicking on the check box and using the dropdown to select the desired
Alert type. The values in the IP SLA thresholds are editable only if the alert is enabled (check box is
checked). The IP SLA alerts are viewed in the Tools > View Alerts and in the Reporting > IP SLA >

Dashboard.

Default for all IP SLA Triggers is disabled.

Routing Triggers

To configure alerts in the Routing technology, go to Tools > Configure Alerts > Routing Triggers tab.

| JoN | Configure Alerts
< IP SLA Triggers LAN Triggers Custom Triggers Notification Syslog
Cenerate an alert when...
Routing
Warning E An EIGRP/OSPF/ISIS adjacency state change occurred.
Warning E A polling error occurred.
Help Cancel 0K
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Each routing alert can be enabled by clicking on the check box and using the drop-down menu to select
the desired Alert type. The EIGRP/OSPF/IS-IS (Enhanced Interior Gateway Routing Protocol/Open
Shortest Path First/Intermediate System-Intermediate System) and the polling error alerts can be
enabled or disabled independently. If a routing alert is generated, the alert displays whether it is a state
change or polling error and describes the routing protocol, the IP address and the applicable state
change. Please see the alert details in the Alert Notification Configuration section occurring later in this
chapter. Default for both routing alerts is disabled.

LAN Triggers

To configure alerts in the LAN technology, go to Tools > Configure Alerts > LAN Triggers tab.

[ NN | Configure Alerts
< IP SLA Triggers Routing Triggers W Custom Triggers Motification Syslog

Generate an alert when...
Spanning Tree

Warning Spanning Tree Topology change occurred.

Help Cancel OK

The spanning tree topology alert is enabled by clicking on the check box and using the drop-down to
select the desired Alert type. This generates an alert for any spanning tree change across all VLANSs in
the system. The LAN alerts are viewed in Tools > View Alerts. The LAN alert details include the VLAN
index and a description of the state change that generated the alert.

Note Since many alerts can be generated, listening and learning Spanning Tree state changes are intentionally
not reflected in the alerts. Spanning tree ports in those states will be in a blocked state.

Custom Triggers

Four classes of custom triggers can be configured:
* QoS Class

* NBAR

* Interface

*  Flow

Custom triggers can be set to trigger notifications based on threshold exceptions such as QoS drops. A
list of created triggers appears in the list box.
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« IP SLA Triggers Routing Triggers LAN Triggers Motification Syslog

Add Edit Delete

Flow: CriticalVoiceOutside_Ryan_Test
Interface: Interface data rate for input direction of GigabitEthernet2 on device RTR_Louisville is less than 3000.0 kbps

[ N ) Add Custom Trigger

Type  Interface E
Device ASA Firewall E
Interface ethl E
Direction Input E
Operator less than E
Value kbps
Syslog Severity = Warning E

Cancel OK

Help Cancel 0K
Tagged alerts can be created using the custom alert triggers. A QoS class, NBAR or Flow tagged alert is
created by using a custom alert trigger and then filtering the alert trigger based on the user-defined
attributes in the system device tree. These custom alert triggers can then be named or tagged to describe
the specific alert based on the filter attributes chosen.
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[ N ) Add Custom Trigger

Type Flow

Name FlowAlert
Filter |[Example: device = routerl & wan

*Filter is required

Generate an alert when...

Flow
Alert The endpoint of an observed flow is a blacklisted address
Medianet
Alert Media loss event occurred
Alert Media packet dropped by router
Alert Media min jitter reaches or exceeds (>=) 150 ms
Alert Media max jitter reaches or exceeds (>=) 150 ms
Alert Media mean jitter reaches or exceeds (>=) 500 ms
Alert Media bit rate reaches or exceeds (>=) 15,000 kbps
Alert Media packet rate reaches or exceeds (>=) 3 pps
Alert Media packet loss percentage reaches or exceeds (>=) 1.001
Alert Media round-trip time reaches or exceeds (>=) 3 ms

Alert Metwork delay time per connection reaches or exceeds (>=) 200

Alert Retransmission count reaches or exceeds (>=) 45
PfR

Alert Performance Based Routing (PfRv2) Out of Policy event occurred

Alert Performance Based Routing (PfRv3) threshold crossing alert has occured
NSEL

Alert Network Security Event Logging (NSEL) flow denied event occurred

Cancel

Alert Notification Configuration

0K

Notification that an alert condition has been triggered can be conveyed in the following methods:

* Notification within LiveNX (in-application alert)
*  Notification via e-mail

*  Notification within LiveNX and via e-mail
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[ JoN | Configure Alerts
4 |PSLA Triggers Routing Triggers LAN Triggers Custom Triggers Syslog

General

Ignore repeated alerts within the following interval: 1 minute E
Send message when alert cleared

Generate a Test Alert Now

In-Application Notifications

Send In-Application Notifications

Send Email Notifications

SMTP server: smtp.office365.com Configure...

Recipient addresses: |pgayam@liveaction.com, jmathew@liveaction.com
(comma-separated)

To reduce the number of email messages sent, alerts will be queued and sent in batches.

Maximum send delay: 5 minutes

Help Cancel OK

To suppress multiple alerts of the same condition that occur within a given timeframe, select the Ignore
repeated alerts within the following interval check box. For example, when CPU usage spikes beyond
the set threshold, the alarm could repeat itself six times within a minute, depending on the polling cycle
set for the device (e.g., 10-second polling). In this situation, a single alarm per minute would likely suf-
fice.

Note An exception is made for the NSEL flow denied event occurred alert. The NSEL flow denied event alert
will trigger no matter what ignore interval is selected. This exception was made to continue to record
alerts for the instance where the security device alerts on multiple flows denied event occurrences for
different flows within the same ignore interval.

E-mail alert notifications are sent when the first of the following conditions have been met:
*  Total number of alerts reaches 200

*  Maximum send delay timer — time since last alert reached maximum delay (default is 5 minutes)

e s
Al In-Application Alerts ==

Time Severity Device Group Alert Type Details

2014/07/08 11:40:05 AM Warning 2921-Demo-67_111 QoS Interface dropped packets  Interface name - GigabitEthernet0/0; Interface direction - Inp...
2014/07/08 11:40:05 AM Warning 2921-Demo-67_111 QoS Interface dropped packets  Interface name - GigabitEthernetd/0; Interface direction - Out... [ |
2014/07/08 11:44:05 AM Warning 2921-Demo-67_111 Device CPU/... High memory use Percent memory utilization - 92% =
2014/07/08 11:46:05 AM Warning 2921-Demo-67_111 Qos Interface dropped packets  Interface name - GigabitEthernet0/0; Interface direction - Inp... |
2014/07/08 11:46: Warning 2921-Demo-67_111 Qos Interface dropped packets  Interface name - GigabitEthernet0/0; Interface direction - Out...
2014/07/08 Warning 2921-Demo-67_111 Device CPU/... High memory use Percent memory utilization - 92%

2014/07/08 Warning 2921-Demo-67_111 QoS Interface dropped packets  Interface name - GigabitEthernet0/0; Interface direction - Inp...
2014/07/08 11:53: Warning 2921-Demo-67_111 Qos Interface dropped packets  Interface name - GigabitEthernet/0; Interface direction - Out...
2014/07/08 11:53: Warning 2921-Demo-67_112 QoS Interface dropped packets  Interface name - GigabitEthernet0/0;  Interface direction - Inp...
2014/07/08 11:53:57 AM Warning 2921-Demo-67_112 Qos Interface dropped packets  Interface name - GigabitEthernet0/0; Interface direction - Out...
2014/07/08 11:58:! Warning 2921-Demo-67_111 Device CPU/... High memory use Percent memory utilization - 92%

2014/07/08 11: Warning 2921-Demo-67_111 QoS Interface dropped packets  Interface name - GigabitEthernet0/0; Interface direction - Inp...
2014/07/08 Warning 2921-Demo-67_111 QoS Interface dropped packets  Interface name - GigabitEthernet0/0; Interface direction - Out...
2014/07/08 Warning 2921-Demo-67_112 QoS Interface dropped packets  Interface name - GigabitEthernet0/0; Interface direction - Inp...
2014/07/08 11:58: Warning 2921-Demo-67_112 Qos Interface dropped packets  Interface name - GigabitEthernet0/0; Interface direction - Out...
2014/07/08 12:03:05 PM Warning 2921-Demo-67_111 Device CPUY... High memory use Percent memory utiization - 93%

2014/07/08 12:03:05 PM Warning 2921-Demo-67_111 QoS Interface dropped packets  Interface name - GigabitEthernet0/0; Interface direction - Inp...
2014/07/08 12:03:05PM Warning 2921-Demo-67_111 QoS Interface dropped packets  Interface name - GigabitEthernet0/0; Interface direction - Out...
2014/07/08 12:03:57 PM Warning 2921-Demo-67_112 QoS Interface dropped packets  Interface name - GigabitEthernet0/0; Interface direction - Inp... ~

Only the last 100 alerts are shown.

[] Bring this window to the front when a new alert is received

[] Beep when a new alert is received

Clear list I I Export list I [ Historical search I [ Configure alerts
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Subject: LiveAction Alert Message - 13 Alerts

B AR

LiveAction: . .c 2= e ¢ - A

LiveAction Alert Messages

13 alerts were triggered by LiveAction:

# Time Severity Alert Type Details

1.  2014-07-08 13:27:18 Waming Test alert

2. 2014-07-08 13:29:01 Waming Test alert

3. 2014-07-08 13:30:23 Waming Class dropped rate 1941-WAN-67_113; 192.1¢
4. 2014-07-08 13:30:23  Wamin, Class dropped rate 1941-WAN-67_113; 192.1¢
5. 2014-07-08 13:30:20 Wamin, Test alert

6. 2014-07-08 13:32:02 Waming Test alert

7. 2014-07-08 13:30:23 Waming Test alert

Syslog Notifications

Alerts generated by LiveNX can be sent to a Syslog server. Set up the Syslog server location and message
format using the Syslog tab.

STATUS & TIME

Status: |
Time opened: Acknowledged
Active for: Active
SOURGE INFO Ignored
Device: Resolved

Message priority/level is set in the Trigger windows for each of the alert types.

Status Bar Alerts

The status bar at the bottom of the LiveNX screen includes an alert status icon
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Green icon

Gray icon

Red background

Normal background

Red background

Alerts have been configured.

Alerts not configured.

New alerts (unviewed alerts in dialog).

No new (unviewed) alerts.

Clears when user opens alerts dialog.
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About Reporting

LiveNX provides a reporting system that allows you to analyze events and statistics captured by the sys-
tem. The Reporting function can be accessed through the Java Client or through the Web interface. We

recommend that you start using the web interface based reporting functionality.

Reporting Best Practice

Web interface reporting provides two capabilities that help you to leverage the power of reporting. You
can start with a report and drill down as well as pivot. Let’s consider an example where you would want
to know the applications being detected on the network. An application report shows the list of applica-

tions across the network along with the bandwidth being consumed by those applications.

Application, Last Fifteen Minutes

Application (Flow)

Davice: Al WAN Devices  Itertace: All WAN Iterfaces  Dlsplay Fila: No Display Fierng  Direction: Outbound Flow Type: Basic Flow  Exacution Typa: Tme Seres  SortBy:BitRate  Bin Duration: Auto  Stat Time: Sep 0, 2019 16:38:22 PDT (GM-07:00)

£ s

View Options

share print Schedule Copy Close.

End Time: Sep 09,2019 16:5322 POT (GMT-0700) _ Bin nterval: 1 minute

Sesso0 Toaat0 w4100 64200 64500 64400 4500 o450 o470 w4s00 164500 65000 Test0 65200 Toss22
Page | 1| /125% Q it J
Legend & Application & Total Flows & Total Bytes Total Packets & Average Bit Rate Average Packet Rate & Peak it Rate & Peak Packet Rate &
- rpideo 28 369.15 M8 272232 3.28 Mbps 302.48 pps 381 Mbps 351 pps
- citricstatic 135 66.87 M8 339255 61217 Kbps 376.95pps 660.74 Kbps 406 pps
VolP. 144 6775 M8 338765 60225 Kbps 376.41pps 111 Mbps 694 pps
@B outiookwebservice | Apply VoIP to Search Fiter 1532 M8 114654 136.14 Kbps 127.39 pps 297.41 Kbps 280pps
- rtp-audio-smartprobe  APPly Specific Flow to Search Filter 11.69 MB 146,170 103.94 Kbps 162.41 pps. 104.65 Kbps 163 pps
youtube Drill down on VoIP as Application 11.63 MB 205,230 103.37 Kbps 228,03 pps. 200.42 Kbps 450 pps
- Dl o on Vorss fop Comversations 817MB 61492 72,66 Kbps 68.32pps 91.74Kbps 85pps
- video Drilldown on VoIP as Interface Bandwidih 6.92MB 34608 61.53 Kbps 38.45pps 94.93 Kbps 59pps
netfix Drilldown on VoIP as DSCP 676 MB 147216 60.10 Kbps 163.57pps 95.74 Kbps 265 pps
- s Drilldown on VP as [Ps and Ports 62218 82637 5527 Kbps 91.82pps 117.56 Kbps 213pps

The next logical step would be to further drill down and examine the various clients that might be using
those applications. Simply select the application of interest and right click on it to get the ability to drill

down into the details.

Drill down on VoIP as Top Conversations from Application

View Options v Share Pprint Schedule Copy. Close
Top Conversations (Flow) )
Device: Al WAN Devices  Interface: Al WAN ntrfaces  Display Fie: o Dispay Fiterng  Diecton: Outbound Flow Type: Bsic Flow  Execution Type: Tme Series Sort By: Bt Rate ValP Start Time: Sep 09,2019 16:36:2 POT (GMT0700)
End Time Sep 0, 2015 16:53.22 POT (GMT07:00)  Bintervak  minute
s -0216810411/192 1681015 ==
- sl szl =
152168102 11192168.10.13
T -2 111072071
= i52 6 0011/152168.10.11
192 16810.15/192 16810411
- 92168 1011152168 10011
19216810 16/152 168105 11
s 192168 1013/192 16810211
-1921681012/152 168101 11
— = Toul
o
163900 164000 164100 164200 164300 164400 164500 164500 164700 164800 164900 165000 165100 165200 165322
Page | 1 /2>% Q o &
Legend O ScIPAddro  Site O DstiPAddrC  DstSites TotalFlowsC  TotalBytesC  TotalPackets O AverageBitRate O AveragePacketRateC  PeakBitRateC  PeakPacketRate < SrcCountry O Dst Country &
@ 19216870411 Madison 1921681015 DC-New_York 15 868MB 43424 77.20 Kops 48.25pps 77.22 Kops 48pps
@ 19216870511 London 1921681016 DC-New_York 15 868MB 3423 77.20 Kops 48.25pps 7722 Kops 48 pps
19216810211  Bimingham 1921681013 DCNew_York 15 868MB 341 7719 Kbps 48.25pps 7722 Kops 48 pps - -
- 2110 Sydney 201110 Tokyo 15 5798 28940 51.45Kops 3216pps 5146 Kops 32pps  US/UNITEDSTATES  US/UNITED STATES
- 19216870011 Seattle 1921681011 DC-New_York 15 421M8 21051 37.42Kops 2339 pps 37.44Kops 23pps
1921681015 DCNew Yok 19216810411  Madison 5 374M8 18700 3324 Kops 2078 pps 10008 Kbps 62pps
@B 1921681011 DCNewYork 19216810011  Seattle 5 374M8 18700 3324 Kops 2078 pps 100.10Kbps 62pps
@B 1921687016 DCNewYork 19216810511  London 5 374M8 18699 3324 Kops 2078 pps 10008 Kbps 62pps
1921681013 DCNewYork 19216810211  Bimingham 5 374M8 18699 3324 Kops 2078 pps 10008 Kbps 62pps
@B 1921681012 DCNewYork 19216810111 Louisvill 5 374M8 18698 3324 Kops 2078 pps 10005 Kbps 62pps

Drilling down into the applications shows the top conversations that are happening for that particular
application. This provides users the ability to track which applications are consuming the bandwidth

and the users responsible for it.

Engineering Console Reporting

The Engineering Console Reporting is accessible from the main toolbar and is accessed by topic: QoS,

Flow, Routing, IP SLA, LAN, and Schedule or build a Custom Dashboard.

About Reporting
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LAN Tools Reports Help

QoS
Flow

Routing
Types E IP SLA

flow.app = we LAMN

Schedule

Custom Dashboard

QoS Report

LiveNX supports several QoS reports for analyzing historical information. The reporting feature allows
you to generate reports in PDF format. Most reports allow you to select the specific interfaces and
devices. From the main menu bar, go to Reports > QoS.

[ JoN ] QoS Reports

Type here to filter repo

¥ Reports

Device CPU/Memaory Usal

Interface Bandwidth f i
Interface Utilization ih 6h 1d 1w 30d 90d 1y Custom

Interface Bandwidth Com AppleFastLane-3560 =< — Execute Report

Interface/Interface Drop

Device CPU/Memory Usage

MNBAR Comparison
MNBAR and Post-Policy
Pre-Policy and Post-Polic
Pre-Policy and Post-Polic
Pre-Policy and Post-Polic
Top CPU Usage
Top Memory Usage
Top Interface Bandwidth
Top Interface Drops
Top Class Bandwidths
Top Class Drops
Site Bandwidth
Interface Burstable Rate
Site WAN Interface Utiliz
Site Alert
Site Alert Detail

¥ Custom Reports

LiveNX generates several QoS reports listed in the left-hand column. Click on the desired report,
choose the parameters for the chart, and then click on Execute Report. Please refer to the table below
for details about each QoS report.
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Device CPU/Memory Usage

Interface Bandwidth

Interface Utilization

Interface Bandwidth Comparison

Interface/Interface Drops

NBAR Comparison

NBAR and Post-Policy

Pre-Policy and Post-Policy

Pre-Policy and Post-Policy Comparison

Displays % utilization of the device CPU and
memory as a function of time.

Compare inbound and outbound bandwidth for
a given device and interface over the same
time period in Kbps.

Used to view inbound and outbound
bandwidth with 95th, 99th and peak values.
Where the peak that this graph shows is the
highest peak that was monitored at the native
polling rate regardless of the bin size used.

Compare 2 interfaces: Displays an overlay chart
of two devices’ interfaces’ bandwidths in Kbps.
Compare 2 time periods: Displays two stacked
charts of a device interface’s bandwidth over
different start times covering the same time
span.

Compare interface and interface drop rates for
a given device and interface over the same
time period in packets/second.

Compare 2 interfaces: Displays two devices’
interfaces’ traffic by NBAR type in Kbps for the
same time span.

Compare 2 time periods: Displays a single
device interface’s traffic by NBAR type in Kbps
over different start times covering the same
time span.

Displays a device interface’s traffic by NBAR
type and the Post-Policy traffic in Kbps for the
same time span.

Displays a device interface’s traffic by Class
type and the Pre- or Post-Policy traffic in Kbps
for the same time span.

Compare 2 interfaces: Displays two devices’
interfaces’ traffic by Class type and the Pre- or
Post-Policy traffic in Kbps for the same time
span.

Compare 2 time periods: Displays a single
device interface’s traffic by Class type and the
Pre- or Post-Policy traffic in Kbps over different
start times covering the same time span.

Device

Device, Interface

Device, Interface, Inbound/
Outbound

Compare 2 interfaces: Device,
Interface, Inbound/Outbound
Compare 2 time periods: Set Time 1,
Set Time 2, Device, Interface,
Inbound/Outbound

Device, Interface, Inbound/Outbound

Compare 2 interfaces: Device,
Interface, Inbound/Outbound
Compare 2 time periods: Set Time 1,
Set Time 2, Device, Interface,
Inbound/Outbound

Device, Interface, Inbound/
Outbound

Device, Interface, Inbound/
Outbound

Compare 2 interfaces: Device,
Interface, Inbound/Outbound, Pre-
Policy/Post-Policy

Compare 2 time periods: Set Time 1,
Set Time 2, Device, Interface,
Inbound/Outbound, Pre-Policy/ Post-
Policy
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Pre-Policy and Post-Policy Drops

Top CPU Usage

Top Memory Usage

Top Interface Bandwidths

Top Interface Drops

Top Class Bandwidths

Top Class Drops

Site Bandwidth

Interface Burstable Rate

Site — WAN Interface Utilization

Site Alert

Site Alert Detail

Device Search

Displays a device interface’s traffic by Class
type and the Post-Policy Drops in Kbps for the
same time span.

Displays a bar graph of the device’s average
and peak % CPU usage over the desired time
period.

Displays a bar graph of the device’s average
and peak % memory usage over the desired
time period.

Displays a table of the interface bandwidths in
kilobits per second, averaged over the desired
time period for all devices, or for a given
device.

Displays a table of the highest interface’s drop
bandwidth in packets per second, averaged
over the desired time period for all devices, or
for a given device.

Displays a table of the highest class bandwidths
in kilobits per second, averaged over the
desired time period for all devices, or for a
given device.

Displays a table of the highest class drop
bandwidths in kilobits per second, averaged
over the desired time period for all devices, or
for a given device.

Displays a time-series chart showing current,
average and peak bandwidth in kilobits per
second from the selected site to all other sites
or from all other sites to the selected site.

Displays a bar chart of interfaces for all devices,
summarizing 99th % bandwidth and 95th%
bandwidth.

Displays a table of all interfaces with the WAN
checkbox enabled, showing bar graphs of
interface input and output bandwidth %
capacity, CPU and memory % utilization.

Aggregates a count of alerts by site tag with
individual counts for QoS categories: Device
Up/Down, Device CPU/Memory, Device Config
Change, Interface Up/Down and Interface Rate
as well as overall Flow IP SLA, LAN and Routing
alert counts.

Aggregates a count of alerts by site tag with
individual counts for the various Alert Names.

Device, Interface, Inbound/
Outbound

All Devices/Individual Device

All Devices/Individual Device

All Devices/Individual Device,
Inbound/Outbound

All Devices/Individual Device,
Inbound/Outbound

All Devices/Individual Device,
Inbound/Outbound, Pre-policy/ Post-
policy, Exclude Class-default
checkbox

All Devices/Individual Device,
Inbound/Outbound, Pre-policy/ Post-
policy, Exclude Class-default
checkbox

Site, Inbound/Outbound, WAN
checkbox

Inbound/Outbound

Click on the button labeled as ... between the device drop-down button and the Execute Report button
to display the device pick list.

Device Search
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Type here to filter repo

¥ Reports

pevice CPU/Memory Usal

Interface Bandwidth
Interface Utilization

Interface Bandwidth Con
Interface/Interface Drop

NBAR Comparison
NBAR and Post-Policy

Pre-Policy and Post-Pelic
Pre-Policy and Post-Polic

Pre-Policy and Post-Polic

Top CPU Usage
Top Memory Usage

Top Interface Bandwidth

Top Interface Drops
Top Class Bandwidths
Top Class Drops

Site Bandwidth

Interface Burstable Rate
Site WAN Interface Utiliz

Site Alert
Site Alert Detail
¥ Custom Reports

Report Actions

Save

Save As

Schedule

one

Device CPU/Memory Usage

ih 6h 1d 1w 30d 90d 1y Custom

AppleFastLane-3560 Execute Report

eCe Select Device
\
Device Name Device Add... Vendor Model Croup Node Site Ti
AppleFastlane-3560 10.100.5... Non-SNMP  Non-SNMP Local
AppleFastLane-4331 10.100.5... Non-SNMP Non-SNMP Local
ASA Firewall 10.100.5... Non-SNMP  Non-SNMP  Internet Local Internet
C5-2960-23-22 10.100.5... Cisco catalyst29... Internet Local Internet IF
CS-AnyConnectSamplicator 10.100.5... Non-SNMP Non-SNMP  Internet Local Internet
C5-C3650-23-36 10.100.1... Cisco ciscoC365... Internet Local Internet IF
C5-C3850-23-31 10.100.5... Cisco cat3Bxxst... Internet Local Internet Li
FortiGate Firewall 10.100.5... Non-SNMP Non-SNMP  Internet Local Internet
IPv6 FlowDevice 10.100.5... Non-5NMP  Non-SNMP Local
IWAN-Br1_Sydney 10.100.5... Cisco ciscoCSR1... Sydney Local Sydney
IWAN-BR_INET 10.100.5... Cisco ciscoCSR1... Tokyo Local Tokyo v
IWAN-BR_MPLS 10.100.5... Cisco ciscoCSR1... Tokyo Local Tokyo
IWAN-DC-MC 10.100.5... Cisco ciscoCSR1... Tokyo Local Tokyo
IWAN-MPLS-CORE 10.100.5... Cisco ciscoCSR1... Impairment Local Impairment
LiveAgent360Concentrator 10.100.5... Non-SNMP Non-SNMP  Florida Local Florida In
LiveAgentConcentrator 10.100.5... Non-SNMP  Non-SNMP  Florida Local Florida Iin
MerakiNetflow 10.100.5... Non-SNMP Non-SNMP  Internet Local Internet
PaloAltoNetwork Firewall 10.100.5... Non-SNMP  Non-SNMP  Internet Local Internet
RTR-DC-CORE 10.100.5... Cisco ciscoCSR1... DC-New Y... Local DC-New_... R
RTR-DC-MPLS 10.100.5... Cisco ciscoCSR1... DC-New Y... Local DC-New_... R
RTR_Austin 10.100.5... Cisco ciscoCSR1... Austin Local Austin R
Cancel Select

Use the scroll bars to locate the desired device, or type in the search bar adjacent to the magnifying glass
to filter the list of devices. Click on a category to choose the desired match field. Default is All, Case
insensitive and Match anywhere. Once the device is located, double click on the row or click once to
highlight the row and then click on Select to choose the desired device.

ASA

Select Device

Device Name

Device Add... Vendor Model Group Node Site Tags

ASA Firewall 10.100.5... [Non-SNMP |Non-SNMP [internet  [local  [internet | |

Following are two examples of LiveNX QoS reports.

The following images depict Interface Bandwidth Comparison report. By choosing “Compare 2 inter-
faces” and then selecting the desired device, interface, inbound or outbound, and then clicking Execute
Report, LiveNX creates a line chart overlaying the selected device interface bandwidth over the same

time span.

eoe
Type here to filter reports
* e
Interface Utilization

Pre-Policy and Post-Policy Comparist

Pre-Policy and Post-Policy Drops
Top CPU Usage
Top Memory Usage
Top Interface Bandwidths
Top Interface Drops
Top Class Bandwidths
Top Class Drops
Site Bandwidth
Interface Burstable Rate
Site WAN Interface Utilization
Site Alert
Site Alert Detail
¥ Custom Reports
QuarterReport

Report Actions

save

Save As

QoS Reports.

Interface Bandwidth Comparison

® Compare 2 interfaces

1h 6h 1d 1w 30d 90d 1y Custom

TR Lauisvile O S otooun ececute Report

@ Compare 2 time periods.

]
Interface Bandwidth Interface Bandwidth in Kbps Options *
[ GigabitEthernet2 (... 203 206
O GigabitEthernet2 (... 191 207

Avg Kbps

g

Sep 09,0420 PM  Sep03,0430PM  Sep09,0440PM  Sep09,0450PM  Sep09,0S00PM  Sep09, 0510

The following image is an NBAR Comparison report. By choosing “Compare 2 time periods” and then
clicking Execute Report, LiveNX creates two stacked charts to compare NBAR traffic bandwidth at two
different times for the desired device, interface, and input or output traffic.

Device Search
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Type here to filter repoi
¥ Reports

NBAR Comparison

@ Compare 2 interfaces @ Compare 2 time periods

Device CPU/Memory Usa
Interface Bandwidth
Interface Utilization

Interface Bandwidth Con 1h 6h 1d 1w 30d 90d ly
Interface/Interface Drop Set Time 1 09/09/19, 04:00:00 PM to 09/09/19, 05:00:00 PM Data bin: none
NBAR and Post-policy Set Time 2 09/09/19, 07:30:00 AM to 09/09/19, 08:30:00 AM
e e Wwaner e <]
TWAN-BR_INET B GigabitEthernet2  § Execute Report
Pre-Palicy and Post-Polic
Top CPU Usage NBAR Comparison Before QoS - by Application (NBAR) in Kbps Opti
Top Memory Usage Name Average  Peak
Top Interface Bandwidth 5 [ eigrp a
Top Interface Drops . re <1
Top Class Bandwidths R H netbios-dgm a
Top Class Drops 2, <1
Site Bandwidth X | B unknown <1
Interface Burstable Rate g 2 ‘ M netbios-ns <1
Site WAN Interface Utiiz < | [ | | I ‘ |
Site Alert i i ' Ll
Site Alert Detail
¥ Custom Reports 0
Sep03, 0&09PM  Sep09,0413PM  Sep03,0429PM  Sep09,0433PM  Sep03,0443PM  Sep 03, 04:St
Report Actions NBAR Comparison Before QoS - by Application (NBAR) in Kbps Opti
Save 5 Name Average Peak
Deigrp a
Save As . Doe o
w [ netbios-dgm <1
a <1
Schedule a3
& I [ unknown <1
FOF g, | | 1 [ netbios-ns <1
: | | [
1 ‘ Iy ) I l | ly ‘ J )
Help M
° Sep 08, 07:39 AM Sep 09, 07:49 AM Sep 08, 07:59 AM Sep 09, 08:09 AM Sep 08, 03:19 AM Sep 09, 08:2!

Chart Zoom

To expand a portion of the chart, hold the left mouse button down and drag to the right. A box will
appear showing the area to zoom in. To return to the default view, right click on the chart and select
“Reset zoom.”

Report Legend

The Report Legend can be sorted by columns. Click on the desired column header to sort the legend in
either ascending or descending order. Please see the image below for an example of a legend with visible
Options. To add or remove items from the chart, check or uncheck items in the legend.

Click Options > Select all to select all items for viewing in the chart.
Click Options > Select none to unselect all items for viewing in the chart.

Click Options > Export legend data to create a CSV file containing the data in the legend. For reports
with two legends, both legends will be exported. The default location where the CSV file will be saved to
is your LiveNX Client desktop.
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Device bandwidth by interface in % Options ™

MName ¥ Selectall

Select none
[+] Export legend data

Specific to QoS Pre-Policy and Post-Policy reports, the input or output interface policy is shown as part
of the header in the legend. If there was a policy change for that interface during the specified time span,
the combo box will allow the user to select the desired policy for viewing within the chart. Please see the
image below for a Pre-Class legend with the policy name displayed in the header.

Policy Name

& ) )

Before QoS —by Class in 90 Options ™
MonitorUsingMbar _FADD_In -
Name Average Peak

- [¥] ] NBAR _Routing <1
‘o [¥] O dass-default <1
4 mn | »

Report Historical Time Span Selection

The time span of historical data is selectable at the top of the report.

*  1h time span of historical data is selectable at the top of the report
*  6h time span of historical data is selectable at to the present

*  1d time span of historical data is selectable at to the present

* 1w time span of historical data is selectable at to the present

*  30d time span of historical data is selectable at to the present

Report Historical Time Span Selection 89
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* 90d time span of history from ninety days in the past to the present * 1y time span of history from
ninety days in the past to the present

*  Custom span of history from an end time

Interface Bandwidth

1h 6h 1d 1w 30d 90d 1y C

C om
€1811-ES-11 Sl .. W raseemen il Execute Report

Report Actions

There are seven report actions: Save, Save As, Delete, Schedule, PDF, Export to CSV, and Help.

¢ Save— LiveNX brings up a dialog box. Enter a report name in the dialog box. The report will be
saved under Custom Reports.

*  Save As — after selecting a saved report for viewing, if you change any report attribute (e.g., time
span, device, interface), you can create a new custom report by clicking on Save As and naming the
report with a different report name.

Note LiveNX will not allow you to save another custom report with the same report name.

[ ] @® Save Report As

Enter Report Name:

oK Cancel

*  Delete — deletes a report. Select a report name under Custom Reports and click on Delete.

*  Schedule —allows automatic generation and delivery of custom reports. Additional details can be
found in the Report Scheduler section of this chapter.

*  PDF - allows creating and saving a PDF version of the report.

Report Actions 90
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Interface/Interface Drops

09/09/19 04:28:34 PM PDT (UTC-0700) - 09/09/19 05:28:34 PM PDT (UTC-0700)
Options

* Device: RTR_Austin.liveaction com

* Interface: GigabitEthemet3

* Direction: INPUT

Interface/Interface Drops by Name

Interface

300

Sep 09, 04:30 PM Sep 09, 04:40 PM Sep 09, 04:50 PM Sep 09, 05:00 PM Sep 09, 05:10 PM Sep 09, 05:20 PM

Mt Average Peak

*  Export to CSV - saves the report legend to a comma-separate value (CSV) file. The default file
location where the CSV file will be saved to is the LiveNX Client desktop.

*  Help - launches the LiveNX User Guide.

Interface Utilization Report

This report shows the inbound and outbound bandwidth based on the user selected bin size or auto bin
size. When using the auto bin size, the system will determine the optimal bin size to use for the particu-
lar report duration time period. The report shows both inbound and outbound bandwidth along with
the peak. The peak value is enabled by clicking on the legend for inbound and outbound peak sepa-
rately. The peak value used in the report is the highest peak rate seen in that bin at the polling rate. For
example, if the device is being polled at 10-second interval and the report is generated for a month
using a 15-minute bin size, the peak will show the highest rate found in that bin at the 10-second data
over the entire month.

Interface Utilization

09/09/19, 04:31:53 PM to 09/09/19, 05:31:53 PM  Data bin: Polling Rate

1h 6h 1v d ly Custom
[frtovsie LM -
TS © o @ Utiization
Interface: GigabitEthernet2 - Conn-MPLS-Provider - 2.0 Mbps / 2.0 Mbps Interface Bandwidth in Kbps Options ~
Name Average 95th 95tk
[ Inbeund Bandwidth 12 29
Oinbound Peak Ban... 12 29
r ﬁ ' | [l Outbound Bandwi.. 203 206
200 ‘M o= Hl “‘ ) “" [ SO I‘“ o~ [ Outbound Peak B... 203 206
a
a
=
2
< 100
o n
=l il

Sep 09, 04:40 PM Sep 09, 04:50 PM Sep 09, 05:00 PM Sep 09, 0510 PM Sep 09, 05:20 PM Sep 09, 05:30 Ph

The legend will show the 95th, 99th and peak value individual for the 4-time series information for
inbound based on bin, outbound based on bin, inbound peak rate and outbound peak rate. Those val-

Interface Utilization Report
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ues can be exported using the Options menu on the legend. Exporting to the CSV option in the Report
Action panel will export the 4 -time series data set as shown below.

RTR_Louisville - OUTPUT - Interface Bandwidth in Kbps

Name Average 95th 99th Peak
Inbound Bandwidth 11.80811405 29.32239914 31.79039955 32.81760025
Inbound Peak Bandwidth 11.80811405 29.32239914 31.79039955 32.81760025
Outbound Bandwidth 203.3231354 206.1573639 220.2638092 247.526825
Outbound Peak Bandwidth 203.3231354 206.1573639 220.2638092 247.526825
QoS Audit

A QoS Policy and Performance Audit report is also available to analyze and summarize the policies
enabled, identify any policy issues, and report on performance anomalies. This report is accessed via
the Reporting menu or the QoS toolbar.

Users QoS Flow Routing IPSLA LAN Tools

Create Policy from Applications (NBAR)
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QoS Policy and Performance Audit Report

E Performance  Issues  Policies

QoS Policy and Performance Audit Report

Monday, September 9, 2019 | 5:37 PM PST

Summary
Devices
Number of devices analyzed: 17
Number of devices with QoS enabled: 16
Number of devices showing drops: 8
Interfaces

Number of interfaces with policies applied (in/out): 93/30

Number of interfaces showing drops: 10
Policies
Number of policies found on all devices: 57
Number of distinct named policies: 12
Number of distinct class names found on all devices: 37
Number of distinct applied class names: 23
Issues
Number of system issues: 2
Number of device issues: 1
Acquired

Configured Running
Device Device Config Drops Issues QoS On
CS-2960-23-22.liveaction.com X X
CS-C3650-23-36 Liveaction X X X
CS-C3850-23-31.liveaction.com X X X

Regenerate

Flow Reports

Export HTML Close

LiveNX allows you to access and analyze historical Flow data through Flow Reports. The reports can be
accessed by clicking Reports > Flow in the menu bar or “Reports” in the toolbar of any of the Flow

views.
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Top Analsis

Top Analysis 15m 1h 6h 1d 1w 30d Custom

09/09/19, 05:38:13 PM 10 09/09/19, 05:53:13 PM

Source ([SENNEDY [ .. W cicoviztnernet2

Time Firstswich Last s — Pratocol Sre 7 A crort Dati A Do B paetia Sicsie s Couney DstSite v dent Src 05CP

Sep 9, 2019 5:38:13 PM 05:37:50.022 PM 05:37:54.000 PM utlook-web-service o 19216010612 56265 409716010 443 4549 Kbps 1156 pps Aunin United States Internet 5365 0@ (

Sep 9, 2019 5:38:15 PM 05:37:56.000 PM 05:37:56.000 PM ou(lnuk web-service TCP 19216810612 50214 4097.155210 443 320.00bps 0.00 pps Austin United States  Internet 8009 08D (

Sep 9, 2019 5:38:17 PM 05:37-44.038 PM 05:37:56.000 PM - utlook-web-service TCP 19216810612 59213 400730130 443 188 Kbps 1,00 pps Austin ted States  Internet 18906 0 ( «

Sep 9, 2019 5:38:18 PM 05:3752.464 PM 05:37:59.000 PM - oulonk-web-senice TCP 19216810612 50262 4097.30.130 443 19.01Kbps 6.27 pps Austin United States Internet 18995 0@ (

Sep 9, 2019 5:38:19 PM 05:37:58.500 PM 05:38:00.000 PM - outlook-web-service TCP 19216810612 50595 4097.169.10 443 426.67bps 133 pps Austin United States Internet 29403 0(8)  (

o Sep 9, 2019 5:38:21 PM 05:38:02.000 PM 05:38:02.000 PM - netflix TCP 19216810613 59924 5225242211 443 32800bps 0.00 pps Austin nited States Internet 28135 0 ( «

> Custom Reports Sep 9, 2019 5:38:22 PM 05:37:12.784 PM 05:38:03.000 PM - outlook-web-service TCP 19216810613 59928 40.97.169.10 443 .99 Kbps 20,81 pps Austin United States  Internet 8456 08D (

Sep 9, 2019 5:38:22 PM 05:37:50.148 PM 05:38:03.000 PM - outlook-web-service TCP 19216810613 50503 4097.169.10 443 13.15Kbps 4.1SppsAustin [ US/United States Intemet 9445 0@D

Sep 9, 2019 5:38:23 PM 05:38:04.000 PM 05:38:04.000 PM - outlook-+ i TCP 19216810612 59222 409716910 443 32000 bps 0.0 pps Austi = US/United States  Internet 5517 08D (

Sep 9, 2019 5:38:24 PM_05:38:05.000 PM 05:38:05.000 PM - Dareplicat TCP 19216810612 59746 104926158 443 320.00bps 0.00ppsAustn - intemet 17836 0GD

Sep 9, 2019 5:38:24 PM 05:38:04.734 PM 05:38:05.000 PM - Dareplicat TCP 19216810612 59746 104.926.158 443 30.50Kbps 26.32ppsAustin - Intemet 17837 18 (AF21)

Sep 9, 2019 5:38:24 PM 05:38:04.516 PM 05:38:05.000 PM - liveaction® TCP 19216810612 59747 1021242492 443 27.93 Kbps 14.46 ppsAustin [ DE/Germany intemet 102 0@ (

509912019 538,25 I 0336.05.614 P 053806.000 PN - dns. TCP 19216810612 59186 65325111 53 9.42Kbps 2151 pps Austin == US/United States  Intemet 13264 0@D

Sep 9, 2019 5:38:25 PM 05:38:05.952 PM 05:38:06.000 PM - ms-office-web-appsh TCP  192168.106.12 SO185 2396231145 443 15.33Kbps AL67ppsAustn - intemet 8016 0D

Sep 201953623 PM 05.76.05.364 PM 03.38.06,000 PM - ms-office-web-apps TCP 19216810612 SOI88 23.96.231145 443 45.80 Kbps 20.64 pps A 5 Intemet 8018 18 (AF21)

Sep 9, 2019 5:38:27 PM 05:38:05.146 PM 05:38:08.000 PM - https* TCP 19216810612 59187 13224522152 443 426.07bps 105 pps Austin United States Internet 26127 0@9)  (

Sep 9, 2019 5:38:27 PM_05:38:08.000 PM 05:38:08.000 PM - youtube TCP  192168.106.13 59860 74.1253.74 443 328.00bps 0.00 pps Austin United States  Internet 24097 i

Sep 9, 2019 5:38:28 PM 05:38:09.000 PM 05:38:09.000 PM - salesforce TCP 19216810613 59467 136.147.4111 443 32800bps 0.00 pps Austin United States Internet 4554 18 (AF21)

Sep 9, 2019 5:38:29 PM 05:38:09.454 PM 05:38:10.000 PM - ms-lync TCP 19216810612 5919 52.112.6424 443 82.46Kbps 16.48 pps Austin United States  Internet 19602 «

Sep 9, 2019 5:38:30 PM 05:37:57.600 PM 05:38:11.000 PM - ssi TP 192168.106.12 8968 521126423 443 129 Kbps 0,60 pps Austin United States  Internet 24977 08  (

Sep 9, 2019 5:38:30 PM 05:38:06.398 PM 05:38:11.000 PM - ms-lync TCP 19216810612 59190 521126424 443 1630Kbps 3.26 pps Austin ted States Internet 19583 «

50912019 53830 M 053608738 MM 053811000 PN - https* TCP 19216810612 59195 40.97.124232 443 367.82bps 0.8 pps Austin United States  Internet 16147 «
|| 5p9, 2019 5:38:30 PM 05:35:09.55 PM 05: JUnite... igrp EGRP 199199125 0 199199126 0 687,93 bps 139 pps Internet United States Internet 38971 48 (CS6)

Report Actions Sepo, 01033830 PM 053810532 P 053811000 hutps* TCP 19216810612 59107 1376218117 443 157 Kbps 4.27 pps Austin United States  Internet 27095 0 «
save Sep 9, 2019 5:38:31 PM_05:37:15.500 PM 05:38:12.000 IUnite... igrp EIGRP 199199125 0 2240010 0 113,84 bps 0,23 pps Internet Intemet 38939 48 (CS6)

Sep 9, 2019 5:38:31 PM 05:38:01.504 PM 05:38:12.000 PM - ssi TCP 19216810613 59780 64.68.109.172 443 579.67bps 0.67 pps Austin United States  Internet 5679 i

Save As Sep 9, 2019 5:38:31 PM 05:38:04.170 PM 05:38:12.000 PM - outlook-web-service TCP 19216810612 59191 40.97.169.10 443 .49 Kbps  2.94 pps Austin Interet 5519 0 «

. Sep 9, 2019 5:38:33 PM 05:38:04.016 PM 05:38:14.000 PM - outlook-web-service TCP 19216810612 59194 40.97.30.130 443 884 Kbps 280 os Ausin intemet 19107 0@D ¢

reate Sep 9, 2019 5:38:33 PM 05:38:06.560 PM 05:38:14.000 PM - webex-meeting TCP 19216810612 59189 20010719397 443 Kbps 1250 pos ustn Intemet 27921 09 (

Sep 9, 2019 5:38:33 PM 05:38:13.688 PM 05:38:14.000 PM - bing TG 10316810812 30200 20470197300 443 11430 Kbps 3205 Intemet 30354 0O

56912019 53834 M 033611802 P 053815000 P - ms-office-web-apps TCP 19216810612 59197 1376218117 443 544 Kops .10 pps Austin Intemet 27097 18 (AF21)

Sep 9, 2019 5:38:34 PM 05:38:12.224 PM 05:38:15.000 PM - hutps* TCP 19216810612 59199 4097.169.168 443  438.04 bps 108 pps Austin Intemet 29624 08D (

cenecute Sep 201953633 PM 05.78.14 554 PM 03.3816.000 PM - outiook-web-service TCP 19216810612 59202 40.97.30.130 443 1723 Kbps 6.82 pps Austin Intemet 10554 080
Sep 9, 2019 5:38:35 PM 05:38:16.000 PM 05:38:16.000 PM - salesforce TCP 19216810613 59925 136.147.40.178 443 328.00bps 0.00 pps Austin Intemet 18498 18 (AF21)

Sep 9, 2019 5:38:36 PM 05:38:05.252 PM 05:38:17.000 PM - outlook-web-service TCP 19216810612 59748 40.97.169.00 443 3.86 Kbps 5.0 pps Austin Intemet 29470 )

Sep 9, 2019 5:38:36 PM 05:38:14.862 PM 05:38:17.000 PM - hutps* TCP 19216810612 59203 40.96.19.40 443 S68.76bps 140 pps Austin intemet 17777 0@9

Sep 9, 2019 5:38:37 PM 05:38:03.710 PM 05:38:18.000 PM - VideoStreamin®* TCP 19216810613 50740 6468.106.150 443  390.20bps 0.35 pps Austin intemet 13891 0@D ¢

i Sep 9, 2019 5:38:37 PM 05:38:12.446 PM 05:38:18.000 PM - outlook-web-service TP 19216810612 59198 40.97.169.10 443 2.73Kbps  1.26 pps Austin Intemet 20653 0D (

Sep 9, 2019 5:38:37 PM 05:38:17.330 PM 05:38:18.000 PM - outlook-web-service TCP 19216810612 59204 409716910 443 1221Kbps 7.46 pps Austin intemet 29833 089  (

Sep 9, 2019 5:38:38 PM 05:38:14.008 PM 05:38:19.000 PM - outlook-web-service TCP 19216810612 59201 40.97.30.130 443 .99 Kbps 4,41 pps Austin intemet 10530 0@D

Sep 9, 2019 5:38:39 PM 05:38:17.178 PM 05:38:20,000 PM - ms-office-web-apps T 19216810612 59205 1656310061 43 23.76Kbps 461 pps Austin ed Sates  Imemer 16287 18 wzn

Flows 1- 1,633

Available Reports

There are several reports available in the left-hand tree view in the Flow Reports dialog. They are
grouped by type. Clicking the “+” icon next to a report type will expand it and show the available
reports.

* Interface Bandwidth — report showing interface bandwidth information in either time-series or
aggregation format. Default is Time-series and Outbound.

*  Top Analysis — lists all flow data for a given device and flow technology type sorted by time.
*  Address Reports

*  Top Conversations — counts total flows, input bytes, input bit rate, output bytes and output bit rate
for a given source and destination IP address pair. Use the drop-down to select between Time
Series or Aggregation.

*  Bidirectional Source/Destination Pair — counts flow data between an IP address pair by sorting the
address. Use the Filter drop-down to choose among Inbound, Outbound or Inbound and
Outbound. o Default direction: Outbound

*  Source or Destination Address — aggregates flow data regardless if the IP address is a source address
or destination address. This report is useful for to determine which endpoints are sending/
receiving the most data.

Note In the time series report, flows will be double-counted—the amount of traffic coming and going will
always be counted.

*  Default direction: Inbound and Outbound

*  Address Pair — counts flow data across a directed IP address pair: source (the first IP address) to a
destination (the second IP address). o Default direction: Outbound ¢ Destination Address — shows
flows based on destination IP address.

*  Default direction: Outbound
*  Source Address — shows flows based on source IP address.
*  Default direction: Inbound

*  Destination Address Popularity — shows flow counts and number of unique IP connections for
each destination IP address.
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*  Default direction: Outbound

*  Source Address Popularity — shows flow counts and number of unique IP connections for each
source IP address.

*  Default direction: Inbound

*  Site Traffic — shows bit rates and flow counts for each user-defined site and site IP range. Sites
without a site IP range will show up as an Unknown site.

*  Default direction: Inbound and Outbound

*  Destination Site Traffic — shows bit rates and flow counts for each user-defined destination site and
site IP range. Sites without a site IP range will show up as an Unknown site.

*  Default direction: Outbound

*  Source Site Traffic — shows bit rates and flow counts for each user-defined source site and site IP
range. Sites without a site IP range will show up as an Unknown site.

*  Default direction: Inbound

Application
*  Protocol — shows flow data associated with protocols, e.g. TCP.
*  Application — shows flow data associated with applications and NBAR applications.

*  DSCP vs Application — shows DSCP (differentiated services code point) and IPv6 traffic class
counts in a stacked chart with the application type.

QoS

*  Type of Service — shows flow counts of the Type of Service values in the inbound, Outbound or
Inbound and Outbound direction of the desired device. Default is Outbound.

*  DSCP - shows flow counts of the DSCP values in the Inbound, Outbound or Inbound and
Outbound direction of the desired device. Default is Outbound.

Network

* Interface Bandwidth Summary — this report must be used with a tagged item when selecting an All
Devices report, as described in the Defining Sites and Tags section of Chapter 4 — Basic Setup. For
All Devices, this creates a separate report for each device counting the total flows, total bytes, total
packets, average bit rate, average packet rate, peak bit rate and peak packet rate of every tagged
interface.

*  Bandwidth Summary — creates a separate Inbound, Outbound and Inbound and Outbound
report, listing the device and interface names, the total flows, total bytes, total packets, average bit
rate, average packet rate, peak bit rate and peak packet rate.

*  Traffic Volume Pair — shows flow data associated with the interfaces on the device selected. It
should be noted that some interfaces that are shown in the chart and table may not exist on the
device. For those interfaces, it is not possible to drill down to a Top Analysis report.

*  QOutbound Bandwidth Utilization — shows flow data from interfaces on the device selected. Default
is outbound.

*  Bidirectional Network Pair — shows flow data between source and destination subnet pairs. Default
is outbound.

*  Source or Destination Network — shows flow data from all subnets, regardless if it is a source or
destination network. Default is Inbound and Outbound.
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*  Network Pair — shows flow data across a directed network pair: source (the first subnet) to a
destination (the second subnet). Default is Outbound. + Source Network — shows flow data by
source subnet. Default is Inbound.

*  Destination Network — shows flow data by destination subnet. Default is Outbound.

*  Bidirectional AS Pair — shows flow data between source and destination autonomous system pairs.
Default is Outbound.

*  Source or Destination AS — shows flow data from all autonomous system numbers, regardless if it
is a source or destination. Default is Inbound and Outbound.

*  AS Pair — shows flow data across a directed autonomous system pair: source (first AS) to a
destination (second AS). Default is Outbound.

*  Source AS — shows flow data by source autonomous system number. Default is Inbound.

*  Destination AS — shows flow data by destination autonomous system number. Default is
Outbound.

Medianet

*  Jitter/Loss — shows Medianet information for each pair of IP addresses (source and destination),
including min, max mean, and max jitter, and loss event counts.

*  Round Trip Time — shows Medianet information

Application (AVC)
*  AVC Application — shows flow data by AVC type.

*  Top Applications Performance — shows Application Visibility and Control (AVC) performance
data for a given device by application including average performance rate, average and maximum
application delay (AD), client network delay (CND), server network delay (SND), and network
delay (ND); total application response time (ART), total volume (client bytes + server bytes),
responses, transaction time (TT) sum, total retransmissions, and new connections.

*  Application Performance — charts AVC performance data over time for a given device and
application.

*  Policy Classification — charts the total flow counts per AVC Policy and QoS Classification
Hierarchies for the specified time range. Note that the Policy QoS Classification Hierarchy field
lists the parent policy only and the QoS Classification Hierarchy field lists the parent and child class
policy.

*  Top Policy Performance — charts performance data (Total Volume, Total Application Response
Time, New Connections or Retransmissions) of the AVC Policy and QoS Classification Hierarchies
for the specified time range.

Note The Policy QoS Classification Hierarchy field lists the parent policy only and the QoS Classification
Hierarchy field lists the parent and child class policy.

*  Top Policy Applications Performance — charts performance data (Total Volume, Total Application
Response Time, New Connections or Retransmission) of the AVC Policy, QoS Classification
Hierarchies and Application (NBAR) for the specified time range.

*  HTTP Host — charts total flow counts by HTTP Host for the specified time range.
NSEL

*  Denied Security Events — shows denied event count information for a given source and destination
IP address.
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*  ACL Pair — shows the denied event count information for a given ingress and egress ACL ID.

PfR

*  Alerts All — charts the count of PfRv3 alerts for a given device or all devices.

*  Alerts by Site — charts the count of PfRv3 alerts for each site.

*  Alerts by Application Group — charts the count of PfRv3 alerts for every defined application group.
*  Alerts by Service Provider —charts the count of PfRv3 alerts for every service provider.

*  Alerts by Site Pair — charts the count of PfRv3 alerts between the source and the destination site.

*  Corrected vs. Uncorrected — charts the count of PfRv3 alerts that had a completed mitigation
result.

*  Application Group Bandwidth — charts the number of flows, bytes, packets, bit rate or packet rate
for a given device or all devices.

*  Application Group Bandwidth by Site — charts the number of flows, bytes, packets, bit rate or
packet rate for a given device or all devices for each application group, aggregated by site.

*  Application Group Bandwidth by Service Provider — charts the number of flows, bytes, packets, bit
rate or packet rate for a given device or all devices for each application group, aggregated by the
service provider.

*  Site Capacity Utilization — charts the utilized capacity %, the number of flows, bytes, packets, bit
rate or packet rate for a given device or all devices.

*  Site Capacity Utilization by Application Group — charts the utilized capacity %, the number of
flows, bytes, packets, bit rate or packet rate for a given device or all devices for each site, aggregated
by application group.

*  Site Capacity Utilization by Service Provider — charts the utilized capacity %, the number of flows,
bytes, packets, bit rate or packet rate for a given device or all devices for each site, aggregated by
service provider.

*  Service Provider Capacity Utilization — charts the utilized capacity %, the number of flows, bytes,
packets, bit rate or packet rate for a given device or all devices for a given device or all devices.

*  Service Provider Capacity Utilization by Application Group — charts the utilized capacity %, the
number of flows, bytes, packets, bit rate or packet rate for a given device or all devices for each
service provider, aggregated by application group.

*  Service Provider Capacity Utilization by Site — charts the utilized capacity %, the number of flows,
bytes, packets, bit rate or packet rate for a given device or all devices for each service provider,
aggregated by site.

*  Out of Policy Events — shows out of policy counts for a given Border Router IP Address, PfR reason
and Application tag. Report also displays traffic class information.

Wireless

*  +» Wireless SSID — charts the Top 10 Service Set Identifiers (SSID) with the highest traffic rates.
Default is Outbound.

*  +Wireless SSID DSCP — charts the Top 10 differentiated service code points (DSCP) and SSID with
the highest traffic rate. Default is Outbound.

*  +» Wireless SSID Application — charts the Top 10 Application type (NBAR) and SSID with the
highest traffic rate. Default is Outbound.

*  +Wireless SSID Unique Clients — charts the Top 10 unique IP connections (source IP addresses)
and SSID with the highest traffic rate. Default is Outbound.
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* Wireless Access Point — charts the Top 10 Wireless Access Point (AP) MAC addresses with the
highest traffic rate. Default is Outbound.

+ Wireless Access Point Application — charts the Top 10 WAP MAC addresses and application type
(NBAR) with the highest traffic rate. Default is Outbound.

* Wireless Access Point Unique Clients — shows flow data and the number of unique IP connections by
Wireless access point MAC address. Default is Outbound.

Miscellaneous

User Filter — shows flow data using the selected display filter.
Destination Country — shows flow data going to a specific country.
Source Country — shows flow data coming from a specific country.

Device Flow Count — displays devices and counts the total flows exported.

Caveats

Directionality is available in some reports. “Inbound” is essentially Ingress, and “Outbound” is essen-
tially Egress. Direction is only applicable to NetFlow collector version 9 (NetFlow version 5 does not
include direction). If version 5 is used, the data will be double-counted; ingress and egress collection is
enabled by default on interfaces, and NetFlow version 5 cannot distinguish the direction. As of LiveNX
version 2.3, NetFlow version 9 is enabled when configuring flow exports using LiveNX’s “Add Device
Wizard.”

Report Features

The report highlights any data that exceeds an alert value for the given flow technology. Alerting must
be enabled for the given technology for the highlighting to be visible. Scroll horizontally to find a dark
red highlighted cell, which indicates the specific attribute causing the alert condition. The reports list
can be filtered using the filter box above the tree view. Reports will be filtered by the report name. After
areport is selected, the report’s configuration options appear in the header of the report. There are sev-
eral configuration options common to all reports (Device, Interfaces, time range, etc.), but some
reports will have additional options.

Source: There are two drop-down lists to select the desired device and interface. The first drop-
down can go from All Devices to an Individual Device. In between the two dropdown listsis a ...
labeled button. Click to display a device pick list with an alphanumeric entry for searching the list.
For more details on the device pick list, please see the Device Pick List section in the QoS reports. If
an individual device is selected, then the interface dropdown will select either All Interfaces, or list
the interfaces specific to that device. If All Devices is chosen, then the interface dropdown choice is
All Interfaces. All devices, past and current, will appear in the device drop-down.

Tags and Filters: Filter your flow report by typing in your defined Labels, Site, Tags or WAN
designation. These reports will use all devices; a dialog box will alert you that these designations
require the Source field to be All Devices.

Filter: Dropdown list of common filters and any user-defined filters.

Filter Icon: Brings up the Flow Display Filters Setup to create user-defined filters. * Direction:
Choose among Inbound, Outbound or Inbound and Outbound. + Graph: Choose between
Aggregation and Time-Series. Choose from Bytes, Bit Rate, Bytes, Packets or Packet Rate. For Top
Analysis chart, choose among Basic Flow, Medianet, Application (AVC), NSEL, PfR, Wireless and
Unknown flow types.

Utilize Long-Term Cache: This forces the graph to use the long-term 15-minute data store for
generating a report. Typically, the software will determine which store to use, the raw or long-term
depending on the number of days, but in some cases with devices with large number of flow. In

Miscellaneous
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some cases, where there are a lot of flows from a device, it is more efficient to force the reporting to
leverage the long-term store and this option allows the user to override the default behavior.

* Display Options: There are three options for displaying the top analysis data in time.

*  —Time Sorted: Unique Flows: Displays unique flows in time from the oldest to the most
recent. Uniqueness is determined by the following fields: Protocol, Source IP Address, Source
Port, Destination IP

*  —Address, Destination Port, Type of Service, Input Interface, Output Interface, First Switched,
RTP SSRC, direction. Unique Flows is the default selection.

*  Time Sorted: Raw Flows: Displays all flows in time from the oldest to the most recent.

*  Byte Sorted: merge active flows and sort by highest byte count to lowest byte count for up to 5,000
flows. The Sorted paging option is available for Flow Types: Basic Flow and Medianet.

*  Historical time period: Choose among 15m (15 minutes), 1h (one hour), 6h (six hours), 1d (one
day), 1w (one week), 30d (thirty days) or Custom. When choosing custom, select the desired Start
and End Date and Time.

*  Est. non-filtered flows: Shows an estimate of the number of flows for the selected time range,
device, interface and direction. Estimates give an approximate idea of the amount of data to expect.

*  Execute Report: Click on the Execute Report button to create the Flow Report.

*  CSV File Results: Click on the check box and click on Execute Report to send the full set of flow
data in the table to the LiveNX server using a CSV format. A confirmation dialog box will appear to
load the LiveNX server web page. Click on the OK button to proceed. On the LiveNX Server web
page, right-click on the Right click to save CSV file link and then select Save target as... to save the
report to a CSV file.

Report Search

The LiveNX Flow reports have a Search field to filter the flow report results based on the system and
flow entities. The Search alphanumeric field is located in the report header. Searchable system entities
include device, interface, site, tag and WAN parameters. Searchable flow entities include IP address,
DSCP, port, protocol and application.

*  Click on the Search field to begin typing in the desired search parameters.
*  The general syntax of the search field is shown in the example displayed as a default entry.
*  (site = Honolulu | site = Chicago) & wan & flow.app = webex-meeting

*  Use the Enter key to apply the search. Click on the X’ to clear the search field. Click on the down
carat symbol to display a history of previous searches. The searches are kept on a per client basis;
the history is removed with the LiveNX Client is closed.

*  Boolean expressions OR = ‘I’ and AND = ‘&’; grouping uses ()’ )

The Search editor provides tool tips to assist in creating the search expressions. Click on the desired
entity to add it to the expression. NBAR uses dynamic lists based on the capability of the device.
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Top Analysis

09/09/19, 05:38:13 PM to 09/09/19, 05:53:13 PM

LTs1llg«- RTR_Austin v —

Outbound

S{[{@ *DefaultFilterGroup H ]

Search flow.app.nbar=

3com-tsmux
3pc

Time 4chan

Sep 9, 2019 5:38:13 PM 58_cjry

Sep 9, 2019 5:38:15 PM 914c/g

Sep 9, 2019 5:38:17 PM 9pfs

Sep 9, 2019 5:38:18 PM CAllic

Src Country

.000 PM -
.000 PM -
.000 PM -
.000 PM -

Sep 9, 2019 5:38:19 PM 'soor—oovormrooooed. 000 PM -
Sep 9, 2019 5:38:21 PM 05:38:02.000 PM 05:38:02.000 PM -

Filtering can also be done through the Filter combo box; filtering is done first with the combo box and
then the Search alphanumeric field. The Search is done with a one pass search. In addition, the system
level entities need to be in a single clause. For example, (site = Honolulu | site = Chicago) &

flow.ip=1.1.1.1 is allowed, but (site = Honolulu & flow.ip=1.1.1.1) | (site = Chicago & flow.ip=1.1.1.1)

is not allowed.

LiveNX supports a large number of system and flow searchable entities. Click on the ? to display the list
of searchable entries as well as some example search expressions.

site=Honolulu & wan

flow.dscp=EF

flow.ip.sre=1.1.1.1

flow.ip.dst=1.1.1.1 & flow.ip.src=2.2.2.2
flow.ip.site=Honolulu

flow.ip.site.src=5acramento

flow.ip.site.dst="New York"

flow.ip=1.1.1.0/24

flow.ip=192.168.0.55/0.0.255.0
flow.srclp=172.16.1.0 & flow.srcMask=24
flow.device=Ciscol811 & flow.interface=FastEthernet0
flow.device=Ciscol811 & flow.interface.in=FastEthernet0
flow.app=ms-lync

flow.protocol=TCP

(site=A | site=B) & tag=Primary

group
device
interface

(Name)
(Description)

Drill Down/Change Report

Flex Text Search

Flows from specific site with WAN-tagged interfaces
Flows with DSCP EF markings

Flows with specific source IP

Flows with specific source and destination IP

Flows from specific source or destination site

Flows from specific source site

Flows from specific destination site

Flows with source or destination ip that match /24

Use of wild cards to match flows with ip address where 3rd octe...
Flows with source ip that match /24

Flows from specific device and interface

Flows from specific device and in bound on interface
Flows identified as ms-lync

Flows that are TCP traffic

Flows from site A or B over interfaces tagged as Primary

group=Engineering
device=Ciscol811
interface=FastEthernet0

When viewing a time-series or aggregation flow report, you can drill-down to provide in-depth analysis
of a particular flow in the report or change the flow report without changing the report configuration
options. If you would like to drill down to see details on a particular entry, click on the desired flow,

right-click and choose a drill down option.

Drill Down/Change Report
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Bidirectional Source/Destination Pair

09/09/19, 05:55:23 PM to 09/09/19, 06:10:23 PM Data bin: 1 minute

Source [ W Gigabizthemetz B

Z[CTd  *DefaultFilterGroup i IPs and Application Report

Search Example: (site — Honolulu | site = Chicago) & wan & flow.a) 10p Conversations Report
Bidirectional Source /Destination Pair Report ]

Source or Destination Address Report
Destination Address Report

Source Address Report

Destination Address Popularity Report
Source Address Popularity Report

Site Traffic Report

Destination Site Traffic Report

Source Site Traffic Report

5
- Protocol Report
@ 100 Kbps - Protocol Pm?t Report

Application Group Report

Application Report

Application Flow Duration Report

Top Wan Applications Performance Report
Site Traffic Application Report

Site to Site Application Performance Report

0 bps
Sep 50556 PM  Sep09,05:57 M Sep09, OS:SBPM  Sep 09, 08

3PM  Sep0s,i
Site to Site Performance Report ate
DSCP vs Application Report
/| Show Total Bit Rate
Business Relevance Report
Number of datasets: 177 | Traffic Class REpﬂl't I
IP Addr 1 Site 1 IPAddr2 § . Bit Rate
192.16R 10 81 NC_Naw Yark 102 1aR 10s 1 User Filter DSCP Audit Report 0.00
74.138 Device: RTR_Austin.liveaction.com Application DSCP Audit Report 0.00
i Drill Down on 192.168.10.51 » Site to Site User Filter DSCP Audit Report 3.02K
Drill Down on Specific Flow »  Site to Site Application DSCP Audit Report 0.00
Pivot to Another Report 4 DSCP Report 0.00
Apply 192.168.10.51 to Search g'gg
Interface Bandwidth Summary Report -
Add 192.168.10.51 to IP Blacklist Bandwidth Summary Report g.gg
Add 192.168.10.51 to IP Mapping Traffic Volume Pair Report o:oo
Copy 192.168.10.51 to clipboard Outbound Bandwidth Utilization Report 0.00
1R 14749178 Intarnat 102 TRR 1NAR 1 Didicactinmal Mah, ir Dannaet nnn

In this example, selecting Drill Down on 192.168.10.51 and then selecting DSCP report creates a DSCP
flow report as a tabbed selection next to the Bidirectional Network Pair report. The drilled down DSCP
report shows the DSCP values filtered on the IP address chosen from the previous chart. The Filter: IP
designation is automatically added to the Tags and Filters configuration header of the flow report.

DSCP
09/09/19, 05:55:23 PM to 09/09/19, 06:10:23 PM  Data bin: 1 minute

LG RTR_Austin < — GigabitEthernet2 <
STYd  *DefaultFilterGroup W outbound -

DSCP Report

Search flow.ip=192.168.10.51

Interface Bandwidth Summary Report |
Bandwidth § ry Report
100 Kbps Traffic Volume Pair Report

Outbound Bandwidth Utilization Report

20 Kbps Bidirectional Network Pair Report

80 Kbps Source or Destination Network Report
Network Pair Report

70 Kbps

Source Network Report
Destination Network Report
Bidirectional AS Pair Report
Source or Destination AS Report

E 60 Kbps
4 50 Kbps

o
40 Kbps AS Pair Report
30 Kbps Source AS Report
Destination AS Report
20 Kbps Interface Bandwidth Report
10 Kbps Exporter Site Bandwidth Report
0 bps Sep 09, 05:57 PM App Group (DSCP) Bandwidth Report B 03, 1
e App Group (DSCP) Bandwidth by Site Report '
App Group (DSCP) Bandwidth by Service Provider Report
Site Capacity Utilization Report
Show Total Bit Rate Site Capacity Utilization by App Group (DSCP) Report
Number of datasets: 1 Site Capacity Utilization by Service Provider Report
= T Service Provider Bandwidth Report | YT
—= ~  Service Provider Bandwidth by App Group (DSCP) Report F
Device: RTR_Austin.liveaction.com Service Provider Bandwidth by Site Report
VPN Report
Drill Down on Specific Flow > VRF Report
Pivot to Another Report »>
Apply 0 (BE) to Search User Filter Report

Destination Country Report

Source Country Report

Device Flow Count Report
Application with Group Report

To drill down further, select the desired DSCP value and select another report. In this case, selecting the
Drill Down on 0 and then selecting Source Country report will create a Source Country flow report as
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another tab, filtered by IP address and DSCP value. The resultant flow report will indicate both the Fil-
ter. IP and the Filter: DSCP in the Tags and Filters section of the flow report.

You can change report from a given flow report using the same report configuration parameters by
right-clicking on a flow in the table and be selecting one of the other reports in the drop-down menu.
Instead of using the Drill Down feature, which automatically filters the list, selecting a report will create
a new unfiltered flow report as another tab. In this example, highlighting a flow and clicking on DSCP
report will create another DSCP report as a second tab, this time with no filters.

Bidirectional Source/Destination Pair

09/09/19, 05:55:23 PM to 09/09/19, 06:10:23 PM Data bin: 1 minute

CGINTG RTR_Austin -

{[[(3d  *DefaultFilterGroup B =

| .. W GigaitEthernet2 o

IPs and Application Report

Search Example: (site = Honolulu | site = Chicago) & wan & flow.app

200 Kbps

100 Kbps

0 b&;s -
Sep 09, 05:56 PM

Sep 09, 05:57 PM

Show Total Bit Rate

Number of datasets: 177

Sep 09, 05:58 PM

Sep 09, 05:59

IP Addr 1 Site 1
/11921681051 IDC New vorl
74.138.1+ Device: RTR_Austin.liveaction.com

1P Addr 2

8 192.168.; Drill Down on 192.168.10.51 >
40.97.30.  Drill Down on Specific Flow >
ig'ggsl'é Pivot to Another Report »
19'2_1'53_' Apply 192.168.10.51 to Search
e & Add 192.168.10.51 to IP Blacklist
74.125.3, Add 192.168.10.51 to IP Mapping
40.97.30. Copy 192.168.10.51 to clipboard
136.147.42.178 Internet 192.168.106.13
52.112.64.24 Internet 192.168.106.12

Top Conversations Report

Bidirectional Source/Destination Pair Report
Source or Destination Address Report
Destination Address Report

Source Address Report

Destination Address Popularity Report
Source Address Popularity Report

Site Traffic Report

Destination Site Traffic Report

Source Site Traffic Report

Protocol Report

Protocol Port Report

Application Group Report

Application Report

Application Flow Duration Report

Top Wan Applications Performance Report
Site Traffic Application Report

Site to Site Application Performance Report
Site to Site Performance Report

DSCP vs Application Report

Business Relevance Report
Traffic Class Report

User Filter DSCP Audit Report

Application DSCP Audit Report

Site to Site User Filter DSCP Audit Report
Site to Site Application DSCP Audit Report
DSCP Report

Interface Bandwidth Summary Report
Bandwidth Summary Report

Traffic Volume Pair Report

Outbound Bandwidth Utilization Report
Bidirectional Network Pair Report

Crrircn ar Packinatinm Mahonrk Danark

Since it is not a Drill Down on type report, LiveNX creates another DSCP tab containing a DSCP flow
report that does not have an IP filter in the Tags and Filters section.

IP Addr 1
2 192.168.10.7*

Site 1

ek

fV .

74.138.149.! Device: RTR_Austin.liveaction.com

A 192.168.10.
40.97.30.13(
A 23.246.15.1)
2 40.97.169.1/
A 192.168.10.]
40.97.169.1|
64.68.106.1
74.125.3.74

40.97.30.13(

Drill Down on 192.168.10.51
Drill Down on Specific Flow
Pivot to Another Report

Apply 192.168.10.51 to Search

IP Addr 2

1An a,A A aa

v

Add 192.168.10.51 to IP Blacklist
Add 192.168.10.51 to IP Mapping
Copy 192.168.10.51 to clipboard

Right-clicking on an Address flow report allows three other features: Add to IP Blacklist, Add to IP

Mapping, Copy to Clipboard.

Add to IP Blacklist — right click on the desired IP address in an Address flow report and select Add
to IP Blacklist to move this IP address to the blacklist stored in LiveNX. Details on the IP Blacklist

can be found in Chapter 11 — Tools.

Add to IP Mapping — right click on the desired IP address in an Address flow report and select Add
to IP Mapping to bring up the Add IP Mapping dialog box. Details on the IP Mapping feature can
be found in Chapter 11 — Tools.
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*  Copy IP Address to Clipboard — right click on the desired IP address in an Address flow report and
select Copy IP Address to clipboard to copy the IP address to the client clipboard. In this example,
using View by Application creates a Combined Application flow report using the selected flow.

Report Actions

There are seven report actions: Save, Save As, Delete, Schedule, PDF, Export to CSV and Help. The flow
report has an additional report action: Create.

*  Save - LiveNX brings up a dialog box. Enter a report name in the dialog box. The report will be
saved under Custom Reports.

*  Save As — after selecting a saved report for viewing, if you change any report attribute (e.g., time
span, device, interface), you can create a new custom report by clicking on Save As and naming the
report with a different report name.

Note LiveNX will not allow you to save another custom report with the same report name.

Q) @® Save Report As

Enter Report Name:

OK Cancel

*  Create — create a custom flow report choosing a user-defined title and report fields. By clicking and
dragging on the headers shown in the Preview window, you can further customize your flow report
by reordering the data fields within your report. Clicking on Create will add the new custom report
to the Custom Reports section. The Create feature is available for Admin users only.
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[ Create Report ]

Report Title: |Address and Port Pair ‘
Aggregated Values: Byte/Packet Statistics

Keys
Q-
Selected MName Field Name Search String  Field ID (v9) IPFIX ID PEN
Frotocol |protocolldenti..fflowprotocol 4+ J4 0B
[l Src DSCP ipClassOfServ... flow.tos.src 5 5 0 (=]
Src Port sourceTransp... flow.port.src 7 7 0 E
Src IP Addr sourcelPv4Ad... flow.ip.src 8 8 0
[l SrcPrefixLen  sourceIPv4Pr... flow.mask.src 9 9 0
] InIF ingressInterface flow.ifidx.in 10 10 0
Dst Port destinationTr... flow.port.dst 11 11 0
Dst IP Addr destinationIP... flow.ip.dst 12 12 0
] DstPrefixLen destinationIP... flow.mask.dst 13 13 0
0 OutIF egressinterface flow.ifidx.out 14 14 0
|:| NextHop IP ... ipNextHopIPv... flow.ip.nextHop 15 15 8]
[l Src AS bgpSourceAs... flow.as.src 16 16 0
[l Dst AS bgpDestinatio... flow.as.dst 17 17 0
| BGP NextHop  bgpMextHopl... flow.bgpNext... 18 18 0 v
Preview
Rearrange by dragging the headings below.
Protocol SrcIP... SrcPort Dstl... DstPort Appli... SrcC... DstC... Tot.. Tot.. Tot.. Av... Av..

[ Create ] [ Cancel ]

*  Delete — deletes a report. Select a report name under Custom Reports and click on Delete.

*  Schedule —allows automatic generation and delivery of custom reports. Additional details can be
found in the Report Scheduler section of this chapter.

*  PDF - allows creating and saving a pdf version of the report. For flow reports with multiple tabs,
clicking on PDF provides a user-selectable choice between creating a PDF of only the current
tabbed report or a PDF of all the tabbed reports in one collated report.

*  Export to CSV — allows you to save all the data shown in the table, which is useful for external
analysis.

*  Help - launches the LiveNX User Guide.

Roles

Only Admin and Full Config users can add, edit, and delete reports. All other users can generate
reports, including viewing saved reports.

Routing Reports

Routing reports give you information on routing adjacency history and events. You can access the
reports by selecting Reporting > Routing > Reports in the main menu or clicking on the Reports button
in the toolbar in the Routing tab.
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Al Routing Reports B
=-Reports - -
Routing Adjacency Events
Routing Neighbor History
Custom Reports 1h 6h 10 Aala.
2921-Demo-67_111.referentia.com Execute Report

LiveNX provides two types of routing reports as shown in the list in the top left-hand window. The
Routing Adjacency History report displays any and all OSPF or EIGRP adjacencies established during
the specified time period for a specified device or all devices. In between the two dropdown lists is a ...
labeled button. Click to display a device pick list with an alphanumeric entry for searching the list. For
more details on the device pick list, please see the Device Pick List section in the QoS reports. The Adja-
cency Events report shows the time-stamped history of adjacency status changes (from up to down, or
down to up).

Note The neighbor up/down events in the Adjacency Events report is determined differently for OSPF, IS-1S,
and EIGRP. For OSPF, a neighbor’s up or down status indicates that the neighbor state changed from
any of the non-full states to full, or from full to any non-full states, respectively. For IS-IS, up indicates
that the adjacency state is up and down indicates that the adjacency state is down, init or failed. For
EIGRP, a neighbor’s up or down status is determined by whether the neighbor exists in the SNMP table.

eve Routing Reports.

ype here to filter rep:

v ““" Routing Adjacency Events

Routing Neighbor History 11/14/16, 04:24:46 PM to 11/14/16, 05:24:46 PM
Custom Reports
1h 6h 1d 1w Custom
]

Time <1 Device Protocol Neighbor Event
Mon Nov 14 16:24:46 PST 2016 cat3850APN-214 OSPF 10.254.252.213 6 Full
Mon Nov 14 16:24:46 PST 2016 cat3850APN-214 OSPF 10.254.254.212 £ Full
Mon Nov 14 16:24:46 PST 2016  cat3850APN-214 OSPF 10.254.249.215 € Full
Mon Nov 14 16:24:47 PST 2016  c1811-ES-11 EIGRP 192.168.15.10 B up
Mon Nov 14 16:24:47 PST 2016 c1811-ES-11 EIGRP 192.168.10.1 B up
Mon Nov 14 16:24:58 PST 2016 c1941-ES-12 EIGRP 192.168.11.2 B up
Mon Nov 14 16:24:58 PST 2016 c1941-ES-12 EIGRP 192.168.10.2 & up
Mon Nov 14 16:25:09 PST 2016  c2921-ES-13 EIGRP 192.168.11.1 B up
Mon Nov 14 16:25:09 PST 2016  c2921-ES-13 EIGRP 192.168.12.14 B up
Mon Nov 14 16:25:35 PST 2016 c1941APN-212 OsPF 10.254.253.213 B Full
Mon Nov 14 16:25:35 PST 2016  c1941APN-212 OsPF 10.254.255.216 6 Full
Mon Nov 14 16:25:35 PST 2016 c1941APN-212 OSPF 10.254.254.214 £ Full
Mon Nov 14 16:25:38 PST 2016  cisco2921APN-216 OSPF 10.254.255.212 B Full
Mon Nov 14 16:25:38 PST 2016  cisco3850APN-215 OsPF 10.254.249.214 B Full
Mon Nov 14 16:25:38 PST 2016  cisco3850APN-215 OsPF 10.254.250.213 B Full

Report Actions

save

Save As

Schedule

POF

Export to CSV

Help

The Routing Neighbor History report displays all OSPF, IS-IS or EIGRP adjacencies established during
the specified time period for a specified device or all devices.
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R
Md outing Reports

%~ Type here to filter repo
v Reports
Routing Adjacency Events
JRouting Neighbor History
Custom Reports

Routing Neighbor History

11/14/16, 04:25:15 PM to 11/14/16, 05:25:15 PM

1h 6h 1d 1w Custom
O ©
Device Protocol
c1941-ES-12 EIGRP
c1941-E5-12 EIGRP
c1811-ES-11 EIGRP
c1811-ES-11 EIGRP
€2921-E5-13 EIGRP
€2921-ES-13 EIGRP
cat3850APN-214 OSPF
cat3850APN-214 OSPF
cat3850APN-214 OSPF
Cisc02921APN-216 OSPF
Cisco3850APN-215 OSPF
cisco3850APN-215 OSPF
C1941APN-212 OSPF
C1941APN-212 OSPF
C1941APN-212 OSPF

Report Actions
Save

Save As

Schedule
POF
Export to CSV

Help

Neighbor
192.168.11.2
192.168.10.2
192.168.15.10
192.168.10.1
192.168.11.1
192.168.12.14
10.254.252.213
10.254.249.215
10.254.254.212
10.254.255.212
10.254.250.213
10.254.249.214
10.254.253.213
10.254.255.216
10.254.254.214

The length of historical data is selectable at the top of the chart, and there are five to choose from 1h
(one hour), 6h (six hours), 1d (one day), 1w (one week) and Custom. When selecting Custom, select
the desired Start Time and End Time for the report. Select the desired device or All Devices in the

combo box.

E [ ] Routing Reports
Type here to filter repo
¥ Reports

Routing Adjacency Events

Rasiting feighbor Hestoey 11/14/16, 04:25:55 PM to 11/14/16, 05:25:55 PM
Custom Reports

1h 6h 1d 1w Custom

]

All Devices
[Ti7609_143 Protocol
MAPN-AS-17 EIGRP
MAPN-AS-18 EIGRP
MAPN-CAT_3560_10 EIGRP
MAPN-CAT_3560_14 EIGRP
MIAPN-DS-15 EIGRP
MiaPN-DS-16 EIGRP
Mon Nov 14 16:26:37 PST 2016 cisco3850APN-215 OSPF
Mon Nov 14 16:26:37 PST 2016  cisco3850APN-215 OSPF
Mon Nov 14 16:26:38 PST 2016  cisco2921APN-216 OSPF
Mon Nov 14 16:26:47 PST 2016  cat3850APN-214 OSPF
Mon Nov 14 16:26:47 PST 2016  cat3850APN-214 OSPF
Mon Nov 14 16:26:47 PST 2016 cat3850APN-214 OSPF
Mon Nov 14 16:30:35 PST 2016 c1941APN-212 OSPF
Mon Nov 14 16:30:35 PST 2016  c1941APN-212 OSPF
Mon Nov 14 16:30:35 PST 2016 c1941APN-212 OSPF
Mon Nov 14 16:30:35 PST 2016 c1941APN-212 OSPF
Mon Nov 14 16:30:35 PST 2016  c1941APN-212 OSPF
Mon Nov 14 16:30:35 PST 2016 c1941APN-212 OSPF

Report Actions
Save

Save As

Schedule
PDF
Export to CSV

Help

Neighbor Event
192.168.15.10 & up
192.168.10.1 B up
192.168.11.1 B up
192.168.12.14 B up
192.168.11.2 B up
192.168.10.2 B up
10.254.249.214 6 Full
10.254.250.213 B Full
10.254.255.212 € Full
10.254.252.213 & Full
10.254.254.212 6 Full
10.254.249.215 £ Full
10.254.253.213 & Full
10.254.255.216 B Full
10.254.254.214 & Full
10.254.253.213 B Full
10.254.255.216 & Full
10.254.254.214 € Full

Click Execute Report to generate a report. Any report configuration can be saved as a custom report for

easy retrieval at a later time.

IP SLA Reports

IP SLA reports give you in-depth information on the tests running in LiveNX. You can access the
reports by selecting the Reporting > IP SLA > Reports menu item in the main menu or clicking on the

Reports button in the toolbar in the IP SLA tab.
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[ IP SLA Reports
Type here to filter repc

N "e" IP SLA Overall Health

Overall System Health

11/14/16, 04:23:12 PM to 11/14/16, 05:23:12 PM

Single Test Time Series

Single Type Health 1h 6h 1d 1w 30d Custom

Video Operation Threshold

ideo Operation Threshol Warning Thresholds Execute Report
Video Operation Time Serie

¥ Custom Reports

@ health d Type Tag Device Destination Avg Latency (.. Avglitter (.. AvgLoss (pack.. AvgM.. N.. ¥1 Warning Errors  Records
@ Test - Test 13itter Cat3850APN... 10.254.254.212 0.00 1.00 000  4.06 31 [) 0 31
@ Test-Test 2Jitter C1811-ES-1... 192.0.1.2 75.21 228.15 0.00  4.06 13 0 0 13
76 DNS DNS Server2  Cisco6509_1... mail.google.com 1.00 1 0 0 1
91CMP Echo Layer 2 Test Cisco6509_1... 30.30.10.5 721.00 1 0 [ 1
10 ICMP Echo Layer 2 Test Cisco6509_1... 30.30.10.5 811.00 1 0 0 1
77 DNS DNS Server 2 Cisco6509. . mail.google.com 506.00 1 0 0 1
69DNS DNS Server 1 Cisco6509_1... mail.google.com 282.00 1 0 0 1
4 Jitter C1811-ES-1... 10.0.0.1 99.94 247.77 000  2.85 0 13 [ 13
11CMP Echo Layer 2 Test Cisco6509_1... 30.30.10.5 6,826.00 0 1 0 1
61CMP Echo Layer 2 Test Cisco6509_1... 30.30.10.5 1,676.00 0 1 0 1
78 DNS DNS Server 2 Cisco6509_1... mail.google.com 1,161.00 0 1 0 1
74DNS DNS Server 2 Cisco6509_1... mail.google.com 6,267.00 0 1 0 1
51CMP Echo Layer 2 Test Cisco6509 1,429.00 0 1 [ 1
71CMP Echo Layer 2 Test Cisco6509 8,002.00 0 1 ) 1
S Jitter c1811-ES- 98.15 222.92 000 285 0 13 4 17
75DNS DNS Server 2 Cisco6509_1... mail.google.com 6,507.00 0 1 0 1
21CMP Echo Layer 2 Test Cisco6509_1... 30.30.10.5 1,558.00 0 1 0 1
71DNS DNS Server 1 Cisco6509_1... mail.google.com 5,564.00 0 1 0 1
Report Actions 81CMP Echo Layer 2 Test Cisc06509_1... 30.30.10.5 2,400.00 0 1 [ 1
1Jitter C1811-ES-1... 192.168.11.2 91.39 246.69 0.00 285 0 13 1 14
Save 70 NS DNS Server 1  Cisco6509_1... mail.google.com 2,233.00 0 1 0 1
Save As 31CMP Echo Layer 2 Test Cisco6509_1... 30.30.10.5 11,891.00 0 1 0 1
72DNS DNS Server 1 Cisco6509_1... mail.google.com 6,087.00 0 1 ) 1
3Jitter C1811-ES-1... 192.0.1.1 97.78 232.25 0.00 285 0 12 5 17
41CMP Echo Layer 2 Test Cisco6509_1... 30.30.10.5 5,149.00 0 1 0 1
Schedule 73DNS DNS Server 1 Cisco6509_1... mail.google.com 12,573.00 0 1 0 1
POF

Export to CSV

Help

Time Ranges

You can view report data for the following time ranges:

* lh-onehour

*  6h-six hours

* 1d-one day

* lw-—oneweek

*  30d - thirty days

¢ Custom (specify a custom date and time range for the report)

*  Click on a time range in the report header to select it.

Warning Thresholds

»

Warning thresholds allow you to customize the dashboard parameters. Click the “+” icon next to the

“Warning Thresholds” label to expose the following options:

*  Video - video test types include telepresence, IP TV, and VSC. Latency, loss, and jitter values are
configurable, allowing you to fine-tune the test to your needs.

*  Voice —the MOS score is used to determine health.

*  Data Applications — data applications are a collection of IP SLA test types, including, DNS, DHCP,
HTTP, FTP, PATH_ECHO, UDP_ECHO, and ICMP_ECHO tests. Latency is the most important
value for these tests.

Available Reports

Several default report types are shown in the left-hand tree view:
*  Overall Health — displays a table with the average IP SLA test results and health values for all tests.

*  Overall System Health — displays the same values as the Overall Health report, but results are
aggregated by system test instead of individual tests.
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*  Single Test Time Series — displays a time series report for an individual IP SLA test.

*  Single Type Health — displays the min/max/average and health values for a single test type (DHCP,
DNS, FTP, etc.). You can run the report for all devices or a single device that you specify. The
columns in the report change depending on the test type. For example, a data application test type
will only show latency, whereas a video test will show latency, loss, and jitter.

*  Video Operation Threshold — displays the health attempts of all video tests. You can run the report
for all devices or a specified device. * Video Operation Time Series — displays the loss, jitter, and
latency values of all videos tests on all devices or a specified device in a time-series report.

Device Pick List

The Single Test Time Series, Single Type Health, Video Operation Threshold and Video Operation
Time Series reports provide a device drop-down menu and a ... labeled Device Pick List button. Click
to display a device pick list with an alphanumeric entry for searching the list. For more details on the
device pick list, please see the Device Pick List section in the QoS reports.

Drilling-down to Reports

You can drill-down from a report to see a different view of the data. For example, you can right-click on
a row in the Overall Health report to display a time-series report of the selected test.

Saving Reports

You can configure a report and save the selected parameters, making it easy for you or other users to
run the report at a later time. Configure the parameters of the report and then click the Save or Save As
button in the lower-right section of the IP SLA Reports dialog.

Printing and Exporting Reports

Click the “View HTML” button to create an HTML file of the report, making it easy to print and share
the report. Click the Export to CSV button to export the data shown in the report to a comma-sepa-
rated value file. Additional Ways to Create Reports Reports can be created from the system topology
view. Find a test that you want to run a report on, right-click the test’s edge and select Show Time Series
Report. Reports can also be created from the IP SLA device view. Right-click on an item in the test leg-
end (right-hand panel), and select Show Time Series Report.

Lan Reports

LAN reports provide detailed results on the bandwidth, drops and spanning tree state for both the
entire system and for individual devices. The LAN reports can be accessed by clicking on either the
Reporting > LAN > LAN Reports. LAN Reports can be accessed by the Reports button in the toolbar in
the LAN tab. The image below shows where the Reports button is located in the LAN tab.
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LiveNX provides three reports as shown in the list at the top left-hand side in the window below: Access
Port Bandwidth, Access Port Drops and Spanning Tree State. For the access port reports, the length of
historical data is selectable at the top of the chart: 1h (last hour), 6h (last six hours), 1d (last day) and
Custom. When selecting Custom, the select the desired Start Time and End Time for the LAN Report.
The image below shows a Device Bandwidth chart with a time span of one hour. When choosing the

Access Port Bandwidth report, select the desired device and Inbound or Outbound using the two
respective combo boxes. Click on the Execute Report button to display the desired data. The table
accompanying the chart describes the access ports and their input and output bandwidths in Kbps.
Specific access ports can be viewed in the chart by enabling or disabling them via the check boxes next
to their names in the table.

I ®

~ Type here to filter repo

LAN Reports

¥ Reports
A

ess Port Bandwidth

Access Port Drops
Spanning Tree State
Custom Reports

Access Port Bandwidth

11/14/16,
ih

All Devices <

:45 PM to 11/14/16, 05:47:45 PM

(W ovoons

Execute Report

20 Mbps ||

Bit Rate

10 Mbps |

T Novi4OSI0PM

Date

T Nov4OS0PM

Report Actions Show Total Bandwidth
Save
Number of datasets: 546
Save As
Interface Name Device Name Input Bandwidth (Kbps) Output Bandwidth (Kbps)
[ GigabitEthernet1/0/3 cat2960xAPN-211.test.com 262 5,998
o [ FastEthernet0/0/2 €2921-ES-13.test.com 1,260 5,011
B GigabitEthernet0/20 APN-CAT_3560_10 0 2,820
PDF GigabitEthernet0/1/3 €1941-ES-12.test.com 100 1,793
FastEthernet0/23 APN-AS-17.test.com 45 1,588
Export to:CSV €2921-E5-13.test.com 5,382 1,511
Help €1941-ES-12.test.com <1 1,508
€1941APN-212 test.com 5,968 524
GigabitEthernet1/0/20 cat2960xAPN-211.test.com 5,991 262
GigabitEthernet0/ 1 APN-AS-17.test.com 1,592 87
Gigahitfthernet0 /1 APN-AS-18 test. ﬂ 1 52 45
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When choosing the Access Port Drops report, select the desired device and Inbound or Outbound using
the two respective combo boxes. Click on the Execute Report button to display the desired data. The
table accompanying the chart describes the access ports and the number of packets dropped in both
directions in the desired timeframe.

[
Q- Type here to filter repc
¥ Reports N
Access Port Bandwidth
ccess Port Drops
Spanning Tree State
Custom Reports

LAN Reports

Access Port Drops

11/14/16, 04:48:29 PM to 11/14/16, 05:48:29 PM

1ih

1,000 {}
900 {

700 {f----f
600 {}
5001t
400 {}
3004}

Number of Packets

2001
1001}

0
Nov 14, 04:50 PM

o {|- g

All Devices Nl ouvono Ll execute Report ]

Nov 14, 05:00 PM Nov 14, 05:10PM

Nov 14, 05:20PM

Date

Nov 14, 05:30 PM Nov 14, 05:40 PM

Report Actions Show Total Drops
save
Number of datasets: 546
Save As
Interface Name Device Name input Drops Output Drops
% M GigabitEthernet1/1 SNMPSIM-172-18-15-200 3,578 3,579
et O GigabitEthernet1/1 SNMPSIM-172-18-15-197 3,577 3,578
@ B GigabitEthernet1/1 SNMPSIM-172-18-15-196 3,577 3,578
POF GigabitEthernet1/1 SNMPSIM-172-18-15-195 3,577 3,577
GigabitEthernet1/1 SNMPSIM-172-18-15-194 3,577 3,577
Export to CSV gabitEthernet1/1 SNMPSIM-172-18-15-202 3,577 3,577
Help gabitEthernet1/1 SNMPSIM-172-18-15-216 3,575 3,576
GigabitEthernet1/1 SNMPSIM-172-18-14-47 3,567 3,567
% O GigabitEthernet1/1 SNMPSIM-172-18-14-31 3,560 3,561
% O GigabitEthernet1/1 SNMPSIM-172-18-14-17 3,560 3,560
el 1/1 SNMPSIM-172-18-13-74 25_57 25_57

When choosing the Spanning Tree State Report, select the desired time, VLAN and either All Devices or
a specific device using the dropdown menu. Click on Execute Report to display the desired data.

Note The Spanning Tree State Report tabulates information at a specific point in time and not over a time
period. The Spanning Tree State Report is not available as a Scheduled Report.

Q- Type here to filter repo

LAN Reports

¥ Reports
Access Port Bandwidth
Access Port Drops

Custom Reports

Report Actions
Save

Save As

Schedule
PDF
Export to CSV

Help

Spanning Tree State Report

11/14/16, 05:49:00 PM

[ Corenc Time — CRVPN A Devices -

. ] Execute Report

Device Na... « 3|Prior...
€2921-ES-13 32768
€2921-ES-13 32768
€2921-ES-13 32768
APN-CAT_3560... 32768
APN-CAT_3560... 32768
APN-CAT_3560... 32768
Cc1941APN-212 32768

Is Root Br...

Y

zzzz<<

~ 2 Root Bridge ~1[PortT...
€2921-ES-13 Designated
€2921-ES-13 Designated
€2921-ES-13 Designated
€2921-ES-13 Root
€2921-ES-13 Designated
€2921-ES-13 Designated

Bridge ID 24626.00-1e-49-16...

Root

44 Interface N... 5 Connected To Device

FastEthernet0/0/1 APN-CAT_3560_14
FastEthernet0/0/2 --
FastEthernet0/0/3 --
GigabitEthernet0/3 c2921-ES-13
GigabitEtherneto/7 --

Port-channel1

GigabitEthernet0... Bridge ID 24626.00-1e-49-16... STP Port #16

6| Connected To Inte... «7
GigabitEthernet0/3

FastEthernet0/0/1

The Access Port Bandwidth and the Access Port Drops reports include a ... labeled button. Click to dis-
play a device pick list with an alphanumeric entry for searching the list. For more details on the device
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pick list, please see the Device Pick List section in the QoS reports. Custom reports can be created using
the Save or Save As button. Once a desired report is saved, the report name appears in the Custom
Report list. After a custom report is created, it can be scheduled using the report scheduling feature.
There are six buttons for the LAN reports: Save, Save As, Delete, View HTML, Export to CSV, and Help.
These buttons work the same way as the ones for the QoS and routing reports.

Report Scheduler
In the Reporting tab, click Reports > Schedule.

Al Report Scheduling li_hj

Report Schedule Options

Hourly reports will be created on the hour for the previous hour.

Daily report will be created from '12:00 AM || to '11:59 PM 5| hh:mm - hh:mm
Report will execute the next day at |04:08 PM =

Weekly report will be created from | Monday through Friday v
Report will execute on Saturdays at |02:00 AM |5

Monthly report will be created from 1st to last day of the month
Report will execute on the first day of the month at | 02:00 AM =

[¥] send Email Notifications

SMTP server: |smtp.gmail.com

bwang@liveaction.com -
Recipient addresses:

(comma-seperated)

IMPORTANT: The hostname for the LiveAction Server's embedded web server has to be set in order
for the hyperlinks for the custom reports in the email to work. To set the hostname, set the
httpserver.host property in the LiveAction Management Console.

Max rows per report: 2005 Collate: [¥] |All Reports v

Attach Reports: Edit Custom Groupings

Custom Reports

Report Technology Hourly Daily Weekly Monthly

AppDscp FLOW ] [ [ | -
BKPPort FLOW I 2] [ Cl

CPU yearly Qos ICJ [ [ v
Clarkstest2 FLOW ] Il C Cl =
IPs and Ports FLOW | [ [ | 1
IPsAndPorts FLOW Il [ [ [l

KTN Qtrly Test R... QOS [} [ Il Il

*Warning - flow search filters are not applied for long term (weekly and monthly) reports

Report Schedule Options

Each scheduled report can be run on a daily, a weekly and/or a monthly schedule. The Report Schedule
Options allows the LiveNX administrator to schedule the specifics of the daily, weekly and monthly
reports.

The hourly report creates a report at the top of each hour and will begin when you define the hourly
report. The start times are fixed to be at the start of each hour and the reports are stored with a unique
name indicating the time range per day. The daily report creates a report with data collected within the
user-defined start and end times. The start time default is 12:00 AM and the stop time default is 11:59
PM.

The daily report begins at the user-defined execute time; the default is 12:30 AM. Times are based on
the LiveNX Server’s local time. To minimize CPU impact, create the reports during low traffic time
periods.

The weekly report will create a report with data collected within the user-defined start and end dates.
Seven 7-day options are available in the drop-down, one for starting the weekly report on each day of
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the week. The default is a 5-day Monday to Friday report. In all weekly reports, the report collects data
from 12:00 midnight on the first day and ends at 11:59 PM on the last day. The weekly report will be
generated on the day after the report end date; default time is 2:00 AM. To minimize CPU impact, cre-
ate the weekly reports during low traffic time periods.

Note When upgrading from a LiveNX version earlier than 3.15, any existing weekly reports may have
incomplete data during the first week after the upgrade. LiveNX version 3.15 and higher creates the
weekly reports from the long-term database, and this requires several days of data to create the initial
report.

The monthly report will create a report with data collected from the first to the last day of the month.
To minimize CPU impact, create the monthly reports during low traffic time periods.

Long-Term Reports

LiveNX can generate long-term reports by using aggregated flows for faster results when dealing with
reports that span greater than multiple days. Details of the aggregated flows can be found in Chapter 7 —
LiveNX Flow, under LiveNX NetFlow Process Overview. The long-term reports using aggregated flows
can be generated by:

*  Creating custom reports and scheduling it for one week or one month
*  Creating ad hoc reports that match the flow dashboards source that is greater than four days

Schedule long-term reports by selecting the Weekly or Monthly check box in the Report Scheduling
dialog box or right click on a saved custom report name in the Flow Report Tree and right click on Add
to schedule.

A Flow Reports

Type here to filter reports —————e
[=-Reports
~~Interface Bandwidth

~Top Analysis Destination Country
[#-Address
=-Applications
Protocol
Application [Selilge=] All Devices ~ | Al Interfaces
QoS
[#-Network. [FI=1dl “DefaultFilterGroup - Outbound
[ Medianet

[#-Applications (AVC) Search Example: (site = Honolulu | site = Chicago) &wan & flow.app = webex-meeting
[#-NSEL

(PR
[#-Wireless
[#-Miscellaneous

[E-Custom Reports
[ Destination Country
[ New Report
: Add to schedule

Choose Weekly or Monthly to add it to the Report Schedule.

=] Schedule Destination Country &J

Schedule this report:

........ I

See Report Scheduling dialog for details on the scheduled time.
*Flow search filters are not applied for long term reports

’ OK ] ’ Cancel

Send Email Notifications
Clicking on the Send Email Notifications check box enables the e-mail service.

When the check box is enabled, the Configure... button becomes active.
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Recipient Address: enter the desired recipients’ e-mail addresses separated by commas.

Go to the LiveAction Management Console and enter the LiveNX Server’s IP address or hostname in
the HTTP server. host field in the Properties tab. This allows the hyperlinks for the custom reports in
the e-mail to work. Click on Apply and then Stop and Start the LiveNX Server for the configuration
change to take effect.

Max Rows Per Report: Use the up or down arrows to increase or decrease the size of the individual
report. The minimum size is 50 rows; the default is 200 rows.

Click on Attach Reports to include the scheduled reports as PDF attachments.

Click on the Collate and choose among All Report, By Technology or Custom. Choose All Reports to
group the reports in alphabetical order. Choose By Technology to group the scheduled reports so all the
QoS reports are together, all the Flow reports are together, etc. Choose Custom to collate scheduled
reports in a user-configurable manner. Click on Edit Custom Groupings, use the Add button to define a
custom report group, select from the other reports column and add that to the current group of
reports. Your reports will now get collated based on the group definitions.

&) Add Group |25

Mame (*)
All Other Reports Current Group of Reports
AG Bandwidth by Site ~ .\4:_)

AP Bandwidth by SP
Access Port Bandwidth
Access Port Drops
Alerts All

Alerts by Application Gro

Alaric by S0

For details on Configure, please see Options below.

Scheduled Reports

LiveNX automatically populates the Scheduled Reports with a compilation of all the Custom QoS,
Flow, Routing, IP SLA, and LAN report.

¢ Select the desired custom reports for automatic generation by clicking on the Daily or Weekly
check box in the list.

*  Uncheck the check box to remove the particular report from the automatic Daily or Weekly
schedule.

Custom Dashboard

The Custom Dashboard allows users to create a user-defined dashboard that displays data for different
technologies. Go to Reporting > Custom Dashboard.

Any number and any combination of chart types can be added to the Custom Dashboard: Flow, NBAR,
Class, Interface, and Destination. Drag and drop a chart icon into the custom dashboard window in the
desired order.
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ustom Dast

Home Paga X

| ssnnen21z

| ome.zrzs

‘ Custom Dashboard |
i o

- e Tgut - View Fiows by Fur - | G) £ Chart
GigabitEthernet0/0 Input Traffic

Cisco_2921 - FastEthamatn/ 10 (Input) - Pra-Polcy.

Befare Qa5 - by Cass

i'/}

| cionapeziz
Before Qs - by Agplication (NEAR)

wwmal oM B

CALIAS0APH-214 - Gigabits themat1/0/3 (input) - Pre. Poscy

catansAn-214

Betore Gos - by Class

ir

L0z wpdoted 2 11i25:45 AM

Total 2200 22

Lt updated at 11:25:45 AM

Tena

By dragging charts into the custom dashboard window, any combination of the five chart types can be
displayed in the Custom Dashboard. The nine horizontal and vertical dots next to each chart are used as
separators between adjacent charts and function as size controls. When you put the cursor over a size
control, the cursor changes to a double-sided arrow, and you can shrink or expand the chart in the hor-
izontal or vertical direction by using the horizontal or vertical size controls, respectively. Putting the
cursor over a chart’s title bar changes the timestamp on the right-hand side to two icons: a close icon in
the right-hand corner and a collapse or expand chart icon to the left of the close icon.

A new Custom Dashboard is created by clicking on the New button at the top left-hand corner of the
custom dashboard window. Each Custom Dashboard can be renamed by double-clicking on the tab.
The Hide Palette/Show Palette button allows the user to hide or to show the five chart icons at the bot-
tom of the Custom Dashboard. The default setting is Show Palette. Once created, each Custom Dash-
board is automatically saved when the user closes the custom dashboard window. Details of each chart

are shown on the following pages.
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About QoS

The LiveNX QoS user interface provides easy navigation and management of QoS policies at the sys-
tem, device, and interface levels. This section describes the major screens, operations, and functionality
of LiveNX QoS. The tree view on the left side of the screen displays the various devices and interfaces
and allows quick navigation. The color indicator on the devices and interfaces changes to orange when
congestion or drops are occurring, and to green if the device or interface is operational. A similar set of
QoS features is available from the QoS menu.

[43) Manage Qo Settings - 2021-Demo-67_111.referentia.com (17216.67.111) ==
BIRI YRR
Policies | Classes I Interfaces

Policies Mapped Classes
LaBLAkERE BRA

12_Class_RFC_4594_ch »

-4 I Il Class Name Classify Marking Queueing Policing Shaping Compression WRED  Unknown
-3 | 12_Class_RFC_4594 pa 5 5

-7 3C-BL_App-Match_Mark ——DD:C'CP - | | | |
@3 3C8L-Yoice DSCP-Hatch FA Interactivevideo s  DSCP: AF41

-3 | Ant-WAN-Shaping I -
27 AOR-Applications StreamingVideo »  DSCP:CS4 3
S aor MissionCritical s DSCP: AF31

27 nonpe Callsignaling ©  DSCP:CSS m
‘:‘ 1 Bg:eE ressPolic [Transactional DSCP: AF21

i g Y INetworkManage... > DSCP: €S2 -

BaseEgressPolicy-NoMarking

M-

% BaselngressPolicy Mapped Class Detail
Voice = [ Drop all traffic for dass
InteractiveVideo | Classify | Marking | Queueing | Poiicing | Shaping | Compression | WRED | Unsupported
StreamingVideo
MissionCritical Mark with: Reference
Callsignaling Differentiate packets d
Transactional DsCP v |48 (CS6) belonging to this class
NetworkManagement based on marking.
IPv4 Onl
BulkData O b
Scavenger [7] ATM Cell Loss Priority Mark On A
dlass-default DSCP: marks a packet |
[#-% | BaseIngressPolicy-NoMarking [C] Frame Relay Discard Eligible by setting the
[#-3 | HighLevelShaping - differentiated services
[#-% | HQF-Bottom code point (DSCP) value
[#-3 | HQF-Top in the type of service -
[#-g LAnbarMon (TOS) byte.
-{] MonitorAppDemo -
< m ] » sats the

QoS Configuration

LiveNX QoS configuration capabilities give you the power to read, edit, save, and share QoS policies
across your Cisco devices. The QoS settings for your routers allow you to classify traffic into different
categories, and provide different levels of service for these traffic types in order to meet the specific net-
work utilization objectives of your organization.

LiveNX reads the QoS settings in your device and displays them on the Manage QoS Settings screen,
where you can perform any number of configuration changes. These include creating or removing pol-
icies and classes, adding match statements to classes, mapping classes to policies, configuring specific
feature actions (such as marking, queuing, policing, and shaping) within a given mapped class, and
managing hierarchical policy relationships.

The QoS capabilities of LiveNX allow you to create policies from scratch, or from templates and wiz-
ards. Combined with its in-depth QoS monitoring capabilities, the software provides real-time feed-
back on how well the configuration is working. A built-in ACL editor is provided to create rules for use
with QoS, if needed. Policies can be saved as individual files to be shared with other users. Snapshots
save all the QoS settings in a particular router to a single file, which can be used for backup and to
restore the router to previous states.

Manage QoS Settings Screen

You can create and edit the device configuration elements in any order. Click Preview CLI at any time to
see the commands that will be used to send the changes to the device. If you enter invalid or conflicting
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values, an error will appear in the affected area, and you will not be able to save or preview your changes
until the error has been corrected.

The main Manage QoS Settings screen provides all the QoS capabilities of the router within a single
dialog box. This dialog box can be accessed by right-clicking on any of the devices or their interfaces, or
from the QoS menu. The tree view at left shows existing policies for the device and the Mapped Classes
list shows the classes that make up the policy. The tabs below indicate the various QoS features available
for the selected class.

— Click the Classes tab to view == Click and edit match Delete match
classes on the selected statements statements
Managd Qo$ Settings - 2021-Demo-67_111.referentia.cgm (172.16.67.111) (=)
sagaaes

Policies | Classes | Interfaces

Classes Create and Edit Match Statements
[&, [ - [ H
= 0 [ Match type: |Protocol - using NFAR - |Matchany v B

M LAgtalk - - -

W Lanetfiix Value: |pop3 | |MatchType  Value  Match/Match not

M LApop3 postoresal Protocol - usi... [printer  [Match |

M LArtpaudio pov-ray Protocol - usi... secured... Match
LAyoutube powerburst Protocol -usi... icmp  Match

M t2p ppstream =3 |Protocol - usi... rsvp Match

M MACE-TRAFFI( PPt Protocol -usi... netbios ~Match

M MatchRest prnt-sru Protocol - usi... syslog Match

M Military Protocol - usi... tftp Match

L] MissfonCTiﬁca\ Match/match not: | Match + | |Protocol -usi... dns Match

M Multimedia-Cor Protocol - usi... snmp Match
Multimedia-Stre Add Match Statement Replace Match Statement Protocol - usi... kerberos Match

M NBAR _Applicat, Protocol - usi... dhcp Match

M NBAR_CallSign’ Protocol - usi... ldap Match

Ml NBAR _Databas Protocol -usi... ntp Match
NBAR_DistFiles| _

M NBAR_E-Mail

M NBAR_IM

M NBAR _Interne’
BAR 0

NEAR_P2P
NBAR_Routing

M NBAR_Streamil

M NBAR _Term-R¢

M NBAR_Tunnels

M NBAR _Voice-Vi

M NetManageme!

M Network-Contr

< [ »

Save to Device Previjew CLI Cancel

=== Existing classes on the
device Add or replace match Click to preview the

statements commands LiveNX generates
to update the devices
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LRI

[45) Manage QoS Settings - 2921-Demo-67_111.referentia.com (17216 67.111)

=| InteractiveVideo

J StreamingVideo

=] MissionCritical

- __| CallSignaling

+|=| Transactional

1 NetworkManagement
~|=| BulkData

Scavenger

-|=| dass-default
BaselIngressPolicy-NoMarking
HighLevelShaping J
HQF-Bottom

HQF-Top

~ig LAnbarMon

-] MornitorAppDemo -
P —

Policies Mapped Classes
DaBLERRE BRA
1 u_C:ass_P.FC_4594_d| Il Class Name Classify Marking Queueing Policing Shaping Compression WRED  Unknown
4534,
7| scou sep et iar I < I I S S -
| 3c-BL-Voice_DSCP-Match_FA Voice ® DSCR:EF
#-37] Ant-WAN-Shapil InteractiveVideo @  DSCP: AF41 L
@7 Aor. iaﬁ:r;g StreamingVideo @  DSCP:Cs4 3
7 aorrol MissionCritical @  DSCP: AF31
3 em:y Calisignaling ©  DSCP:CSS -
BaseEgressPolicy [Transactional @  DSCP: AF21
BaseEaressPolicy-NoMarking |NetworkManage... ® DSCP: CS2 -
149 BaselngressPolicy Mapped Class Detail
Bl —||  []orop all traffic for dass
=] Voice E

| Classify | Marking | Queueing [ Policing | Shaping | Compression | WRED | Unsupported|

Mark with:

[bscp
[] 1Pv4 Only

SieT=

[C] ATM Cell Loss Priority
[7] Frame Relay Discard Eligible

Reference

Differentiate packets
belonging to this class
based on marking.

] »

Mark On

DSCP: marks a packet

by setting the
differentiated services
code point (DSCP) value
in the type of service =
(TOS) byte.

safs the

Save to Device

Preview CLL

The marking tab allows device configuration control for DSCP or IP Precedence, ATM Cell Loss Prior-
ity and Frame Relay Discard Eligible. Enable the check box next to the DSCP drop-down and then
select either DSCP or IP Precedence. After choosing DSCP or IP Precedence, use the adjacent drop-
down box to define the DSCP or IP Precedence value. Enable the IPv4 check box to mark only IPv4

packets and disable the check box to mark IPv4 and IPv6 packets.

*  Enable the ATM Cell Loss Priority check box to mark the ATM CLP bit.

*  Enable the Frame Relay Discard Eligible check box to mark the FR DE bit.

*  Default for all three check boxes is disabled.

Manage QoS Settings Screen
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Manage QoS Settings - 2021-Demo-67_111 referentia.com (17216.67.111) (=)
JEdBOHJ| &%
Policies | Classes | Interfaces

Policies Mapped Classes
DABERUARE R
[ E‘ 12_C:ass_RFC_4594_ch e ClassName  Classify Marking Queueing Policing Shaping Compression WRED  Unknown
5 8] o mopvenn vk T N I 7 N I I S N
] - | ~ : 229
-5 | 3C-BL-Voice_DSCP-Match_FA L::S;SZE M Class-based: 22%
5| Ant-WAN-Shaping v
[#-: | AOR-Applications
-2 | AOR-Policy
[#-: | AppDemo
-3 | BaseEgressPolicy
[#-3 | BaseEgressPolicy-NoMarking
[#]-gg BaseIngressPolicy Mapped Class Detail
[#-: | BaselngressPolicy-NoMarking
Dy ll traffic for i
-1 | HighLevelShaping [ Drop ol trafic for dass
=-{] HQF-Bottom | | Classify | Marking | Queueing | Policing | Shaping | compression | WRED [ unsupported
BulkData
MissionCritical Queueing type: Class-based ~ Reference
B dass-default r Distribute the available =
=] HoFTop g = | Gexeent | bandwidth between
= 0-LAX-Office [7] Queue depth: |1 Packets classes by specifying a
4, HOF Bottom minimum bandwidth
5 To-SFO-Office [~] Enable Fair Queueing guarantee to each class.
o HQF-Bottom Unknown elements: v
dass-default Queueing Type
=] '_9 LAnbarMon Class-based: utiizes
[#-: | MonitorAppDemo Class-based weighted
[#-2 | MonitorUsingNbar_FA01 In | | fair queueing (CBWFQ)
[#-2 | MonitorUsinghNbar_GI02_Out using derived weight for
[-3_| Police-SNMP 2 packets from the
m ] » handwidth alincated tn

Enable queueing capability by selecting either Class-based, Priority or Fair in the Queueing type: drop-
down. The fourth option is None. Default is None. The Priority option is available when selecting a
new class within a policy.

If Class-based is selected, then type in the desired Rate in either Percent (amount of guaranteed band-
width as an absolute percent of available bandwidth), Percent of remaining (amount of guaranteed
bandwidth as a relative percent of available bandwidth) or Kbps. Enable Queue depth to define the
maximum number of packets a queue can hold for a class policy configured in a policy map. Enable
Fair Queueing to extend standard fair queueing functionality to provide support for user-defined traffic
classes.

If Fair is selected, enable Queue depth to define the maximum number of packets a queue can hold for
a class policy configured in a policy map.

Hierarchical Queuing Framework (HQF)

LiveNX can monitor two-level QoS policies and limited three-level policies.

Hierarchical Queuing Framework (HQF)
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JaJa&es

Manage QoS Settings - 2921-Demo-67_111 referentia.com (172.16.67.111)

12_Class_RFC_4594 pa
3C-BL_App-Match_Mark
3C-BL-Voice_DSCP-Match_FA
Ant-WAN-Shaping
AOR-Applications

AOR-Palicy

AppDemo

BaseEgressPolicy

[To-5FO-Office e Class-based: 22%

dass-default ®

Policies | Classes | Interfaces
Policies Mapped Classes
LABEA B BRABE
12_Class RFC_4594_ch *| |ClassName  Classify Marking Queueing Policing  Shaping Compression WRED  Unknown

- lessbasediseel | | | ]

BaseEgressPolicy-NoMarking
BaselngressPolicy
BaselngressPolicy-NoMarking

Mapped Class Detail
Drop all traffic for dass

o-8-E-8-E-E-E-E-E-E-E-E-E-E

-i | HighLevelShaping
= | HQF-Bottom

m

| Classify | Marking | Queueing | paiicing | Shaping | Compression | wRED | Unsupported

b BulkData
i MissionCritical Queueing type: Class-based » Reference
dass-default Distribute the available ol
=47 HQF-Top = ‘23 ‘ [PE"E"t '] bandwidth between [
E D :‘LA\"Ofﬁ’:E Queue depth: Packets + ::;T;i:z:::cmng a
- tdp HQF-Bottom [
é D Tz;SFO -Office Enable Fair Queueing guarantee to each class.
- -fla HQF-Bottom Unknown el Queusing T
g D dass-default ueueing Type
- LAnbarMon Class-based: utiizes
[#-: | MonitorAppDemo Class-based weighted
[#-2 | MonitorUsingNbar_FA01 In | | fair queueing (CBWFQ)
[#-: | MonitorUsingNbar_GI02_Out using derived weight for
[-3_| Police-SNMP - packets from the i
< m ‘ » allnrated tn
Save to Device previewcit | | Close

Manage QoS Settings—Classes Tab

The Classes tab on the Manage QoS Settings screen allows the creation of classes by defining the various
match criteria for classifying packets. The match types can be AND’ed or OR’ed together to create very
specific class definitions. Select the IPv4 Only check box when setting up the class-map for matching on

IP Precedence = 1.
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— Click the Classes tab to view == Click and edit match Delete match
classes on the selected statements statements
Managd QoS Settings - 2021-Demo-67_111.1 m (17216.67.111) 5™

daYaar es
Policies | Classes | Interfaces

Classes
ECgEgE
M LAgtalk -
M LAnetflix
M LApop3
M LArtpaudio
LAyoutube
M t2p
B MACE-TRAFFI(
M MatchRest
W Military
M MissionCritical
M Multimedia-Cor
Multimedia-Stre |
M NBAR _Applicat,
M NBAR_CallSign
M NBAR_Databas
NBAR _DistFilet| _
M NBAR_E-Mail |~
M NBAR_IM
M NBAR _Interne’
BAR Nebwo
NBAR_P2P
NBAR_Routing
M NBAR_Streamil
[ NBAR_Term-Re
M NBAR_Tunnels
M NBAR_Voice-Vi
Ml NetManageme!
M Network-Contr ~
< [m] 3

Create and Edit Match Statements

Match type: :Promcnl -using N|

Value:

Matchfmatch not:

AR

:Matchany - | R

pop3
postgresgl
pov-ray
powerburst
ppstream
pptp
print-srv

Match

Add Match Statement

Protocol -usi... tftp Match

+ |Protocol -usi... dns Match

. |Protocol - usi... snmp Match

Replace Match Statement Protocol - usi... kerberos Match
Protocol - usi... dhcp Match

Protocol - usi... Idap Match

Protocol - usi... ntp Match

| | Match Type Value Match/Match not
Protocol -usi.._ Jprinter _Match ]
Protocol -
Protocol - usi... icmp Match
=| |Protocol -usi... rsvp Match
Protocol -usi... netbios  Match
Protocol - usi... syslog Match

Save to Device Preview CLI Cancel

device

=== Existing classes on the

Add or replace match
statements

Click to preview the
commands LiveNX generates
to update the devices

See the following Image for an example of matching using NBAR2

Choose Protocol — using NBAR groups in the Match type drop-down.

Choose the desired NBAR2 category using the Group drop-down: Application Group, Category,
Sub Category, P2P Technology, Encrypted or Tunnel.

Choose the desired NBAR2 value for the selected category in the Sub Group drop-down.
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Create and Edit Match Statements

Match type: |Protocol - using NBAR groups v] Matchany v | B
W 11C_BL_CallSignal ~ .
W 11C_BL_CriticalDa Select group and sub group to create match on all protocols | apch Type Value MatchyMatch not
T listed. Selecting individual protocol is optional.
1 B eraen, Protocol - usng 18R laseeme —— plath |
M 11C_BL_IPRouting Group: | category .] RTP Protocol - using ... al Match
11C_BL_Networky : Protocol - using NBAR  netshow Match

I 11C_BL_Scavenge|~ Sub Group:  voice-and-video .
M 11C_BL_Streaming
W 11C_BL_Transacti| Protocol: | Protocol Description
W 11C_BL_Voice_Col Callloiay  [Apple ArPlay wireless me... A
Il 12C-MN_BROADC: aol-messenger -audio AOL Instant Messenger A... =]
M 12C-MN_BULK-DA 20l-messenger video AOL Instant Messenger Vi...
M 12C-MN_MULTIVE applegtc apple quick time
M 12C-MN_MULTIME |appleqtesrvr applegtcsrvr
M 12C-MN_NETWOR audio-over-http Audio traffic over HTTP
I 12C-MN_NETWOR babelgum Internet TV web platform
0 12C-MN_REALTIM cisco-p-camera Cisco video surveilance ...~
B 12C-MN_SCAVENG

- Match/match not: Match -

B 12C-MN_SIGNALT?

M 12C-MN_TRANSAC [ Add Match Statement ] [ Replace Match Statement ]

(M 12c-MN_VOICE

[ 12C-MN_VOICE

I 3C_BL_CallSignalir

| 3C_BL_CriticaiDate
3C_BL_Realtme_]

[l 3C_BL_Voice_DSC

W 4EYESEndave

| BestEffort

I Bittorrent o

< [ »

SavetoDevice | [ PreviewCll |

*  Saved Access Control Lists (ACLs) can be used to create QoS classes.

*  Go to the device tree view, click on the device with saved ACLs, right click on QoS and then choose
Manage QoS Policies.

Manage QoS Settings - 3925-VPN-163.referentia.com (192.168.1.163) e [ 2¢ ]
— -
dd3axes
Classes | Interfaces|
Classes Create and Edit Match Statements.
n, r r
2o Match type: [ACL Neme »| (Mahal v i
DMVPN-spoke 1-bgp Value: adObject Match Type Value Match/Match not
[ B DMVPN-spoke1-Cuseel -
L] DMVPN‘kaE 1-other IDMVPN-cuseeme-7648
M DMVPN-spoke 1-sip DMVEN-other-13958
DMVPN-spoke 1-tfip DMVPN-sip-5060
| DMVPN-spoke2-bgp DMVPN-tfip-69
DMVPN-spoke2-cusee permit-al
/Ml DMVPN-spoke2-other
[ DMVPN-spoke2-sip Match/match not: [Mat:h -
W DMVPN-spoke2-tftp
W MATCH-ALL Add Match Statement Replace Match Statement
M permit-all

Sove wbeves | [ Preven i | i)

In the Manage QoS Settings window, click on the Classes tab. Use the Match type drop-down to select
ACL Name. The Values correspond to the saved ACL names. Highlight the desired ACL and choose
Match or Match not. Click on Preview CLI to review the match command and Save to Device to add
this to the QoS settings of that device.

For additional details about managing Access Control Lists, please see Chapter 12, Tools.

Manage QoS Settings—Interfaces Tab

The Interfaces tab on the Manage QoS Settings screen shows where the QoS policies are applied to the
device, and the various interface-level settings. The right side of the screen displays interface informa-
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tion, including Maximum reserved bandwidth, Link Fragmentation, and Pre-classify for identifying
traffic prior to encryption.

Click the Interfaces tab to )
= view interfaces and policies Bandwidth reserved for QoS

Manage QoS Settings - 2921-Demo-67_111.referentia.com (17216.67.141
Jdeaaaa es
[Polfies | Glasses| Tnterfoces |

Interfaces

=% Embedded-Service-Engine0/0 -
P Input : <none>

Qutput : <none>

£+ FastEthemet0/0/0 IP address: |10.044.2
Input : <none
3 Output: <none> IP address mask:§ 255.255.255.0

FastEthernetD/0/1 1
% Input : <none> Interface descripfion:

i

Interface name: fGigabitEthernet0f1

Qutput : <none>

FastEthernet0/0/2

Input: <none>

5 Output : <none>

FastEthernetD/0/3

p Input : <none>

Qutput : <none>

GigabitEthernetd/0

. Input ; <none:

4 Output: <none> Link Fragmentation:

GigabitEthernetd/1

Input : BaseIngressPolicy

GigabitEthernet0/2

Input:LAnbarMon

» Output : WAN-Shaping

Nullo

T Input: <none>
Qutput : <none>

=% Vianl B

Input: <none:

5 Output: <none>

.88 \lanin

Maximum reserved bandwidth: | 7514 %

m

*This device supports HQF, therefore reserved bandwidth settings are ignored

Pre-classify

Maximum delay: ms

Interleave

Installed interfaces with e b \When Multilink interfaces are selected,
the input and output the link fragmentation options are

Maximum Reserved Bandwidth Dialog Box

The Set Max Reserved Bandwidth dialog box provides control over each of the interface’s bandwidth
settings. This setting is used to define the maximum allowable bandwidth that can be reserved by indi-
vidual classes for any QoS policy applied to that particular interface.

Adjust Input QoS Policy

The Adjust Input Policy dialog box provides a quick way to make changes to QoS policies already
applied in the inbound direction. It is specifically designed for applying drops and policing on inbound
classes. This dialog box is accessible from the QoS menu.
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Adjust Input Policy 'BaselngressPolicy' on 2921-Demo-67_111.referentia.com (172.16.67.111) @
Policing by Class
Class Name Drop Police Police Settings Other Settings
Routing = ]
Voice = [
InteractiveVideo = ]
StreamingVideo = =
MissionCritical = /|
Callsignaling = =
[Transactional = [}
NetworkManagement = |
BukData B ® 8 Kbps
Scavenger 7|
dass-default ]
Save to Device ] [ Cancel

Adjust Output QoS Policy

The Adjust Output Policy dialog box provides a quick way to visualize and make changes to QoS poli-
cies already applied in the outbound direction. It is specifically designed for changing queue types and
bandwidth allocations, applying drops, and WAN shaping for hierarchical policies. This dialog box is

accessible from the QoS menu.
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|
Adjust Nested Output Policy 'WAN-Shaping / BaseEgressPolicy-NoMarking' on 2921-Demo-67_111.referentia.com (172.1667.111) ==

Bandwidth Allocation by Class

Class Name Queue Setting Reserved Bandwidth Other Settings

Routing Class-based Queueing vs % v -
Voice |Priority Queueing - | 512 Kbps = *

InteractiveVideo [ Class-based Queueing ~ 30 % = E
StreamingVideo »dassbased Queueing ~ |5 % -

MissionCritical [Class-based Queueing -8 % =l n
Callsignaling Class-based Queueing > 3 % -

Transactional Class-based Queueing - |5 % - -

Bandwidth Summary by Interface

6,000 .ths v] using 'Avelage v] Show units as: |Percent «

*This device supports HQF, therefore Max Reserved
bandwidth is fixed at 100% (minimum 1% for dass-default)

Shape link to:

Interface Bandwidth (Kbps) Shaped (Kbps) Reserved (Percent)
Gigabit themet0/2 / Output

Guaranteed Bandwidth Allocation for Interface GigabitEthernet0/2 / Output

Interactiveideo
30%,

Voice
9%
Routing
StreamingVideo 9%
5%

MissionCritical
8%

Available
i i 18%
Callmgnanﬂnqg oo
. 1%
Transactional it
S e

The revert QoS configuration is available to undo the last QoS change made via the Manage QoS Set-
tings dialog or the adjust input QoS or the adjust Output QoS settings. When selected, LiveNX sends a
dialog box to confirm the revert command.

Confirm Revert QoS Configuration al

You are about to replace the current QoS configuration with the last saved
configuration. Would you like to continue?

[7] Do not show again

[ ox J[ concd |

Managing DMVPN QoS Policies

LiveNX can create and manage QoS policies on Dynamic Multipoint Virtual Private Network
(DMVPN) tunnel endpoints and then apply them to tunnel interfaces.

In this example, a DMVPN-spokel policy is created consisting of six classes, each with a unique DSCP
marking. A similar policy is created called DMVPN-spoke2.
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Manage QoS Settings - 3025-VPN-163.referentia.com (192.168.1.163) Y ——— =

dlﬂ&&ﬂ\%‘i

Mapped Classes
X E 1L IL LY RRD
B- ﬂ DMI - Class Name Classify  Marking Queueing  Poliang  Shaping  Compression WRED DBL  Unknown
B EllOMvPN-spoke 1-tftp T N N S S S N S
OMVEN-spoke -boe DMVPN-spoke 1-bgo oy
DMVPN-spoke L-other M ‘
et 1 DMVPN-spoke 1-other () DSCP: AF41
PN Lo czeme DMVPN-spoke1-<ip o DSCe:AF21
DMVPN-spoke 1-cuseeme () DSCP: AF31
‘] dass defauit dass-default
- {g DMVPN-spoke 1-shaper v
DMVPN-spoke2
[#-1g9 DMVPN-spoke2-shaper Mapped Class Detal
£l it-all
{l permic [ Drop al traffic for dass
Classify | Marking | Queueing | Poliang | shaping | : ion | wreD | DB [ unsupported |
Match on: All Reference
Match : ACL Name : DMVPN-tftp-69 Class is defined by the
criteria show at left.
Match-any: packet must
meet at least one of the
criteria to be a member of
the class.
Match-all: packet must meet
all eriteria to be a member of
E the class.
Save to Device ‘ Preview CLI [ Close ]
L e

A hierarchical policy may be created to shape the specific spoke for a particular average bandwidth.

Manage QoS Settings - 3025-VPN-163 referentia.com (192.168.1.163) Y — -
JL288| 6‘.- LY
Policies | Classes |
Policies Mapped Classes
LaBLh R RE B
-] Dvettepoket CassName  Classify ~Markng  Queueing  Poicng  Shapng  Compression  WRED

2] Do et o S s B S - ——— —
DMVPN-spoke 1-other

| DMVPN-spoke1-sip

~~| DMVPN-spoke 1-cuseeme
! = dass-default

El E DMVPN-spukel-d‘ﬁper

‘. DMVPN-spoke2 ! Closs Detal
g DMVPNﬁkeZ Drop all traffic for dass
I{Ipemﬂ'd\ | Classify | Marking | Queueing [ Policing | Shaping | c: | wreD | peL | unsupported|
Shape using: E Reference
Control the fiow of traffic * |
= |5° ‘ [m" '] and eliminate bottlenecks
[] Committed burst: [256 | bits by delaying packets and

conforming to a specified

Excess burst: Cl bits bit rate. £

Unknown elements: Rate

Peak: allows the
transmigsion rate to
burst higher than the
shaping rate.

Average: sets me
maximum i

Save to Device J { Preview CLI Close

L e

Each shaped policy can then be assigned to the desired next hop routing protocol (NHRP) tunnel inter-
face by right-clicking on the NHRP group.
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.com (192.168.1.163

Interfaces
[ Embedded-Service-Engine0/0
(¥ FastEthernetd/0/0
- FastEthernet0/o/1 Interface name: ‘TunneIQOCI
& FastEtherneto/0/2 P address: |10.255.204.163
(-8 FastEthernet0/0/3
- GigabitEthernetd/0 IP address mask: [255.255.255.128
- GigabitEthernetd/1
- GigabitEthernet0/2 Interface description:
[#-% Loopbackd DMVPN-HUB-163
[#-f Loopbacks55
[#-% Loopback900
- & Nullo
W 6 P‘";iﬁn' chones reserved bandwidth: | 7514 %
? QOutput : <none> *This device supports HQF, therefore reserved bandwidth settings are ignored
sy NHRP Group “dmvpn-spoke2” : <none> _ )
B I?; INHRP Group “dmvpn-s [ |Pre ify
% Viani \ﬂ Apply Policy to Interface et
- Vlan900 &8 | Remove Policy from Inte o delay: [ .

Use the drop-down to select the desired policy for the highlighted interface.

Manage QoS Settings - 3925-VPN-163.referentia.com (192.168.1.163)

IR RV -

Policies | Classes | Interfaces
Interfaces
& Embedded-Service-Engine0/0
& FastEthernet/0/0
% FastEthernet0/o/1

& FastEthernet0/0/2 1P address: |10.255.204.163 |
& FastEthernet0f0/3

Interface name: | Tunnel900 ‘

% GigabitEthernetd/o 1P address mask: | 255,255,255, 128 |
& GigabitEthernetd/1
& GigabitEthernet0/2 Interface description:

& Loopbacko
[-& Loopback555
& Loopbacks00
& Nullo
-8 Tunnel900
T Input : <none>
b ? Output : <none>
? NHRP Group “dmvpn-spoke.
R YNHRP Group “dmvpn-spoke
& Vlan1 ‘
- & Vlans00 —

@

®

[ Interleave

VLAN Service Policies

LiveNX can manage QoS policies for switches that have configurable QoS service policies on a per
VLAN basis.

Note Only devices with pre-defined VLAN ranges can be added through LiveNX.

In this example, the FastEthernet2/3 interface has 2 VLAN ranges defined. Once defined, LiveNX can
apply and remove policies for the defined VLAN ranges.

To apply a policy to a given VLAN range, right click on the device and select QoS > Manage QoS Set-
tings. Then select the Interfaces tab and then find the desired interface & VLAN range and select Apply
Policy to Interface.
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JeQaales

Interfaces

¢ I output : <none> -
E @ FastEthernet2/3

Input : <none> Interface name: |Faslfthemet2/3

Output : <none:

" - IP address: ‘
VLANs "21-22" Input: tcpmatch

[VLANs "21-22" Output : <none,
VLANSs "25-26" Input : abc 1@2]  Apply Policy to Inteiface |

VLANs "25-26" Output : <nene> @ Rernove Policy from Interface

E 6 FastEthernet2/30

i Input : <none:
Qutput : <none>

FastEthErnethSl

Input : <none>

Output : <none> Maximum reserved bandwidth: %

£ FastEthernet2/32 [ "] Pre-dassify
Input : <none>
i Output : <none> Link Fragmentation:
Input : <none>
% Output : <none [ Interleave

LiveNX will then provide a list of pre-defined policies. Use the dropdown menu to select the desired
policy. Click on OK to continue or Cancel to return to the Manage QoS Settings window.

Select the policy to apply to theQutputof VLANs 21-22:
4C-BL_Empty_DSCP-Mark_VL1_Out_pa_0 s

4C-BL_DSCP-Match_VL1_Out_ch_0D
Dave-EF

4C-BL_DSCP-Match VL1 Out pa_0
4C-BL_Empty_DSCP-Mark_VL1_OQut_ch_0
udp-netflow

PM_MATCH_ALL -

LiveNX will then add the given policy to the defined VLAN range.

PIRIRER-R- L

Interfaces
L’ Output : <none> -
E\ S Fastflhemetzﬂ

_(, Input : <none> Interface name: ‘FastEtherneth?o

-1, output : <none>

IP address: ‘
14.\II.AH§ 21-22" Input : tcpmatch

f? VLANs "21-22" Output : tcpmatch IP address mask: |
4.

VLANs "25-26" Input : abc

- VLANs "25-26" Output : <none> Interface description:

=@ FastEthernet2/30
: Input : <none>
i ~i=p Output: <none>
E\ @ FastEthernet2/31

m,

Input : <none>
i ~isp Output: <none>
E\ 6 FastEthernet2/32

il ; - FastFthernet2/34

Maximum reserved bandwidth: %

[] Pre-dassify
i r(‘-lnput <none:
; C) Qutput : <none> Link Fragmentation:
‘*Input <none>
s Output : <none> [[] Interleave

At the bottom of the Manage QoS Settings window, click on Preview CLI to review the CLI commands
prior to saving to the device. Click on Save to Device to apply the policies to the desired VLAN range.

To remove a QoS policy from a given VLAN range, highlight a given VLAN range, right click and select

Remove Policy from Interface.
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Manage QoS Settings - 4503-145.referentia.com

Jaaaes
Policies | Classes | Interfaces
Interfaces

¢ =13 output: <none>
=@ FastEthernet2/3
T Input: <none>
5 % Output : <none>
B f—é VLANs "21-22" Input : tcpmatch

Interface name: FastEthernet2/3

IP address:

[VLANSs "21-22" Output : tcpmal o

34 VLANs "25-26" Input : abc

App
- I VLANs "25-26" Qutput : <none>
- FastEthernet2/30

ﬂ Remove Policy from Interface

Policy to Interface %

¥ f@lnput: <none:
P {; Output : <none>
£ FastEthernet2/31
i ¥ r@lnput: <none >
B {; QOutput : <none>
- FastEthernet2/32

¥ rélnput: <none >
B Q QOutput : <none>
- FastEthernet2/33
Pk Z_glnput: <none:

. {; Output : <none>
-y SYEY

Maximum reserved bandwidth: | 7514+ %
[ ] Pre-dassify
Link Fragmentation:

Maximum delay: ms

[ Interleave

QoS Monitoring

QoS can be monitored for individual interfaces on a device. The monitoring window is separated by the
inbound direction on top and the outbound direction on the bottom. For both directions, the top

graph shows what the traffic looks like before QoS is applied, and the bottom graph shows what traffic

looks like after QoS is applied.

(G5 | Flow | Roing | 3504 | L

E Eratie Polieg| Claws | Closs » Outpt = 15 130 10 1w LI

5 Gigabittthernetd] 1 Outputs WAN Shaping
Sefure Qcs - by Cass

Bekore Qa5 - by Clovs 1 K3gn

P

P [P

n T~

Interface Selection

ssaBkE

3

Select an interface to monitor by clicking on it from the device list or by double-clicking the interface in
the topology view. The interface graphs will appear in the main window.

Display Options

Depending on your selection, LiveNX will display Before-QoS and After-QoS graphics and statistics, or

the input, output, or both.

QoS Graphing Options

Various combinations of graphs can be selected from the drop-down list:

Application—Uses Cisco NBAR capability to identify applications

Class—QoS policy-based statistics. If there is no policy, then only the traffic outline is displayed.

QoS Monitoring 129



LiveNX Engineering Console User Guide

*  Class Drops—Packet drops that are occurring inside the QoS policy
* Interface Drops—Raw packet drops at the interface level

* Interface—Aggregate bandwidth of the interface

Graphing Display

04:43:16 P 04:44:16 Phd

*  Stacked area chart displays the data shown in the legend. If the policy is hierarchical, the child
policy class information is charted in the class and class drop views.

*  Black dotted line represents the interface bandwidth from the IF mib and is shown to help for
correlation purposes. Since the IF mib operates separately from the CBQoS mib, the lines may not
align especially at 10 second polling rates due to when the mib may be updated by the device. To
turn off the line using the toolbar button.

*  The red dotted line represents the peak bandwidth.

“15m 1hr 1d 1)

QoS Monitoring to Flow Reports

LiveNX can create application flow reports from the QoS real-time interface graphs for further QoS
Class or Policy analysis. Right-click on the QoS real-time interface graphs and select Show Flows.

QoS [ Fiow | Routng | PSA| AN
[ Enable Poling || Application / Class ~ Inputand Output + | 15m thr 1d 1w [ @
¢ GigabitEthernet0/2 Input: Parent-ShaperCopy
Before QoS - by Application (NBAR)

~s
________

............

Kbps

Create monitoring policy for NBAR protocols
Show Flows
Reports

0
02:29:20 PM

02:19:20 PM 02:21:20 PM 02:23:20 PM 02

After QoS - by Class
Reset zoom

Save image
2,000

Help
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Application 15m 1h 6h 1d 1

09/10/19, 07:02:46 PM to 09/10/19, 07:17:46 PM  Data bin: 1 minute
Source | Number of flows: 2,596 8 utiize Long Term Cache
Fier [ Y Graph

Search Example: (site = Honolulu | site = Chicago) & wan & flow.app = webex-meeting

200 Kbps

180703 Sep10,07.04PM  Sep10,0705PM  Sep10,07.06PM  Sep10,0707PM Sep10,0708PM Sep10,0709PM Sep10,07.10PM  Sep10,07.1LPM Sep10,07.12PM Sep10,0713PM Sep10,0714PM  Sep10,0715PM  Sep10,07.16PM  Sep10,07:17PM
Date

! Show Total Bit Rate

Number of datasets: 44 Q
Application Total Flows Total Bytes Total Packets Average Bit Rate Average Packet Rate Peak Bit Rate Peak Packet Rate
2 VolP 15 9 M8 43,426 77.20 Kbps. 48.25 pps. 77.28 Kbps. 48 pps
citrix-static 15 6 M8 29,647 53.50 Kbps. 32.94 pps 69.15 Kbps. 42 pps
[ outlook-web-service 647 2M8 10,242 14.62 Kbps 11.38 pps. 71.82 Kbps 37 pps
15 2 M8 12,009 14.08 Kbps 13.34 pps. 28.78 Kbps. 26 pps
29 599 KB 4,970 5.32 Kbps 5.52 pps 5.50 Kbps 5 pps.
77 534 KB 10,843 4.75 Kbps. 12.05 pps. 8.90 Kbps 24 pps
58 529 KB 6271 4.70 Kbps. 6.97 pps 35.51 Kbps 37 pps
841 503 KB 2,479 4.47 Kbps 2.75 pps 40.54 Kbps 15 pps.
316 154 KB 1,296 1.37 Kbps. 1.4 pps 6.54 Kbps 5 pps.
29 107K8 2,168 953.41 bps 241 pps 4.77 Kbps. 11pps
28 83 KB 169 738.41bps 0.19 pps - -
21 80 KB 1733 715.41 bps 1.93 pps - -
28 57K8 180 506.19 bps. 0.20 pps - -
12 33K8 558 295.67 bps. 0.62 pps - -
google-services 59 26 K8 273 232.70 bps. 0.30 pps - -

LiveNX creates an Application Flow Report automatically filling in the device, interface and input
direction parameters from the QoS real-time interface graph.

Historical Views

Historical views allow you to view past data interactively. See the Reporting > QoS Reports section for
more information.

Policy Management

LiveNX provides many capabilities for managing QoS policies. It utilizes a rule-based engine that per-
forms policy management based on the current state and configuration of the device, and intelligently
applies commands to resolve any conflicts or to warn of any conflicts.

Some of the management tasks that the software provides are:

*  Applying and removing policies to interfaces

*  Removing all policies from all interfaces

*  Creating policies from best-practice templates

*  Creating policies based on application graphs using NBAR Saving and loading policies from files

*  Saving and loading ACL policies using QoS from files Pushing policies out to multiple devices at
once

*  Saving and loading snapshots of all QoS settings on a device
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—-Apply Policy to Interface e Class options

Snapshot options

— Remove policy

ManageQoS Settings - 2921-Demo-67_111.refefentia.com (172.16.67.111) (3]
Policies | Classes | Interfaces

BaseEgressPolicy-NoMaking
—I-i4p BaselngressPolicy

Policies Mapped Classes
DABEMERYE R
&y 12_C:ass_RFC_4594_d “| | Class Name Classify Marking  Queueing Policdng Shaping Compression WRED Unknown
+-3 | 12_Class_RFC_4594_p|
-7 3c8L_App-Match_Mar —gﬁi_--_-_ -
3 oice :
+ | 3CBL-Ve DSCP-Matgh_FA
i = et InteractiveVideo ©  DSCP: AF41 |
i Y Mm:'f StreamingVideo ©  DSCP:iCs4 3
i - |MissionCritical DSCP: AF31
-3 | AOR-Policy
3 |CaliSignaling ° DSCP: CS5
+-3 | AppDemo X
57| BaseEaressPolic [Transactional DSCP: AF21
: g ¥ [NetworkManage. .. ] DSCP: CS2 v

Mapped Class Detail
[] Drop all traffic for dass

m

Voice

InteractiveVideo Classify | Marking | Queueing | Policing | Shaping | Compression | WRED | Unsupparted
StreamingVideo
MissionCritical Match on: Any Reference
Callsignaling Match : Protocol - using NBAR : bgp Class is defined by the
Transactional Match : Protocol - using NBAR : eigrp criteria show at left
NetworkManagemeft Match : Protocol - using NBAR : rip
BulkData Match : Protocol - using NBAR : ospf Match-any: packet must
Scavenger meet at least one of the
dass-default criteria to be a member of
@1 | BaseIngressPolicy-NoMprking the class.
: :Ig';ivzlsmpmg Match-all: packet must meet
Ll IQF-Bottom Eat all criteria to be a member of
+-3 ] HQP-Top the class.
+-g9 LAnbarMon
£ J MonitorAppDemo >
‘ « m )
Help F Close

Policy options|

Applying and Removing Policies

Context-sensitive menus on the interfaces and devices provide shortcuts for applying and removing
policies from the main interface. As shown in the Manage QoS Settings screen, the toolbar provides the
following methods for applying policy changes to your interfaces:

Note When a policy is applied to multiple interfaces, changing the policy will affect every interface to which
the policy is applied.

Also note that there are some QoS actions that can be applied to the outbound portion of the interface,
but not to the inbound portion. Policies that have this conflict will not be applied to the interface.

Saving, Loading, and Copying QoS Policies

All the operations for loading and saving QoS policies are located on the Manage QoS Settings screen:

To save a policy to disk—From the Manage QoS Settings screen, click the “Save QoS Policy File”
icon. This will save the NBAR and ACLs that are required for the policy to operate. The file will
have a .qos-policy extension.

To load a policy from disk—From the Manage QoS Settings screen, click the “Load QoS Policy
File” icon to load previously saved files or files that are provided by other users.

To copy a QoS policy to other devices on the network—From the Manage QoS Settings screen,
click the “Copy Policy to Devices” icon to open a dialog box for specifying which devices to which
the policy will be saved. This command will also copy the ACL and/or custom NBAR used in any
class match to the devices you select. If there are any configuration conflicts, a warning will appear
with an option to overwrite conflicting changes.
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Manage QoS Settings - 2021-Demo-67_111 referentia.com (172.16.67.111)

Jaaaales |

Policies Classesllnherfaoes r T T N

Policies Mapped Chasses

DOUREM G B [
A.
B.
C.
D.

ABCDE E.

Manage QoS Settings - 2921-Demo-67_111.referentia.com (172.16.67.111)

Jeddaades
Policies Classesllnterfaces

Paolicies Mapped Classes

DOBREMGRE BRE

ABC c

Copy Policy to Devices

Select a policy:

Apply policy to interface
Remove from interface
Remove all from all interfaces
Remove all input policies
Remove all output policies

Save QoS policy file
Load QoS policy file
Copy policy to devices

112_Class_RFC_4594_ch

Select the devices you would like to save this policy to:

1941-WAN-67_113.referentia.com (172, 16.67.113)
[¥]2921-Demo-67_112.referentia.com (172.16.67.112)
[]4503-145.referentia.com (192, 168. 1.145)
[|7609_143.referentia.com (192.168.1.143)

[ ]c29215COPE_1-17.referentia.com (192.168.1.17)

[ |cat29605COPE_1-14 (192, 168, 1. 14)

[ | cat2960SCOPE_1-15 (192,168, 1. 15)

[ |cat3560%-67_107 (172.16.67.107)
[Tlrat3cany-A7 114 referentia rom (172 16 A7 114%

| »

| ok || Ccancel

Creating Policies from Templates

Creating a policy from templates allows you to quickly apply a policy based on Cisco best practices and
recommendations. A policy with up to 11 classes can be created for monitoring or controlling traffic
using various classification methods.

1.

Select Create policy from Template from the QoS menu.
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Qo5 | Flow Routing IPSLA Tools Reporting

Create Policy from Template
Create Policy from Applications (NBAR) 3

Manage Qo5 Settings

Revert QoS Configuration by user 'm2c2'
Copy Policy to Devices...

Manage NBAR

Set Max Reserved Bandwidth

A wizard will guide you through various templates that can be applied, or simply stored on the
device for editing and applying to various interfaces. Indicate if you want to apply a monitor-only
template or if you want to use an advanced template for controlling traffic. Also, indicate if you
want to apply the policy you select to a specific interface.

Follow the wizard instructions and select the policy templates you want to apply to your device. In
the example below, Use Advanced Templates has been selected.

Create a Policy Using Templates

Steps

. Choose a Template

. Select a Policy Template

. Apply Bandwidth Shaping

. Review Policy Details

[ I ST R

. Finished

==l

Choose a Template Type

Policy templates allow you to quickly start monitoring or controlling traffic on your network. Policies do not take effect
until they are applied to an interface. Select the type of policy template you would like to create, and which interface
you would like to apply it to.

| Use a Monitoring Template
Use this policy template to start monitoring traffic on your network

@ Use Advanced Templates
Select this option to choose from a list of available policy templates to control traffic on your network

Apply the generated policy to the following interface:

Interface: | GigabitEthernetd/1 v | Input -
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Create a Policy Using Templates

Steps
1. Choose a Template Type
2. Select a Policy
3. Apply Bandwidth Shaping
4, Review Policy Details
5. Finished

Select a Policy Template

Select the template to apply. Templates shown in gray cannot be applied because they contain settings which are
incompatible with the selected interface and direction, or other settings on the router.

Policy Templates

Description

(=)

11C-BL_App-Match
11C-BL_App-Match_Mark
11C-BL_Complete
11C-BL_DSCP-Match
11C-BL_Empty
11C-BL_Empty_DSCP-Mark
12 Class Medianet

12 Class RFC 4594
3C-BL_App-Match
3C-BL_App-Match_Mark
3C-BL_DSCP-Match
3C-BL_Empty
3C-BL_Empty_DSCP-Mark
3C-BL-Voice_App-Match
3C-BL-Voice_App-Match_Mk
3C-BL-Voice_DSCP-Match
3C-BL-Voice_Empt_DSCP-Mk
3C-BL-Voice_Empty
4C-BL_App-Match
4C-BL_App-Match_Mark
4C-BL_DSCP-Match
4C-BL_Empty
4C-BL_Empty_DSCP-Mark

m

11 Class Cisco Baseline NBAR Matching, DSCP Marking, and Queuing

Policy Details

£ | 11C-BL_Complete_GI01_In

11C_BL_Voice_Complete
- » Marking: DSCP "EF”
» Queueing: Priority 10%

- » Marking: DSCP "AF41"
- Queueing: Priority 10%

- » Marking: DSCP "C54"

» Queueing: Class-based 10%

Finish

latch RTP Protocol - using NBAR "ALL, ™
11C_BL_InteractiveVideo_Complete

latch Protocol - using NBAR. "netshow™
latch Protocol - using NBAR. “cuseeme™
11C_BL_StreamingVideo_Complete

i= Match Protocol - using NBAR “streamwork”™
11C_BL_CallSignaling_Complete

“.-» Marking: DSCP "C53"

i » Queueing: Class-based 2%

»

m

Creating Policies Using NBAR

LiveNX makes it easy to create a monitoring policy based on the NBAR protocols that the device has
recognized, and provides a skeleton policy for further editing.

1.

Right-click the interface to create the policy on and choose QoS on the context menu and select

Create Policy from Applications (NBAR) and choose the interface direction.

Adjust Input QoS
Adjust Qutput Qo5

Manage NBAR

Manage QoS Settings

Create Policy from Template
Create Policy from Applications (NBAR)

Revert QoS Configuration by user 'm2c2'
Copy Policy to Devices...

Set Max Reserved Bandwidth

»

Qo5 | Flow Routing IPSLA Tools Reporting Help
T

Using Input
Using Qutput

CICTC T T S S

2. The software will list all the protocols and categories. Any incompatible settings will be highlighted
in red. Click Save to Device, and a policy will automatically be applied to the interface that will
monitor the traffic. The bottom graph shows the applied monitoring policy.
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The followmg policy will be saved to your device and applied to your interface. Any incompatible
settings are highlighted in red.

t] MonitorUsingNbar_GI01_In_0

E| D NBAR _CallSignaling

= Match Protocol - using NBAR “rtcp”™

E\ D NBAR _E-Mail - Overwritten (A dass with the same name exists)

-..i= Match Protocol - using NBAR "pop3”

E! D NBAR_IM - Overwritten (A class with the same name exists)

= Match Protocol - using NBAR “irc™

El [_] NBAR _Internet - Overwritten (A dass with the same name exists)
: = Match Protocol - using NBAR “secure-http”

= Match Protocol - using NBAR "http”

E| D NBAR _NetworkManagement - Overwritten (A dlass with the same name exists)
i Match Protocol - using NBAR "dns™

Match Protocol - using NBAR. “icmp”™

| »

[ savetoDevice || Cancel |

& i 2 Input: MonitorUsi - GI01_In
Before QoS - by Application (NBAR) Before QoS - by Application (NBAR) in Kbps Options ™
Current peak Sminute
2,353 7,449 a
<1 <t H
<1 <1
0 2
0 7,455
0 82
N n o =
02:47:10 M 02:48:10 P 02:40:10 b 02:50:10 M 02:51:10 M 0262:10 PM 2 ROE)
« i 3
After QoS - by Class Options ¥
Current peak S-minute A
4,191 7,642 i
0 0 R
0 0 g
<1 1 g
0 0 B
0 0 E
S 4,192 7,643
02:47:10 P 02:48:10 Pt 02:40:10 Pt 02:50:10 P 02:51:10 P 02:52:10 Pt - =2 4 ,

Customizing NBAR Protocols

NBAR protocol settings can be customized in the Manage Application Recognition (NBAR) editor.

Select Manage Application Recognition (NBAR) from the QoS interface right-click context menu.
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File View Users QoS Flow Routing IPSLA Tools Reporting Help
Discover \Manage [E¥ Expand QoS | Flow |m]m LAN |
3 Enable Poling
Name
(=% Home Name Policy
B% GigabitEthernetd/1
@ 1941-WAN-67_113 P ]»(:: Input BaseIngressPolicy
| @ FastEthernet0/1/1 F » Ogtput LAnbarMon
- GigabitEthernetd/0 - GigabitEthernetd/2
¢ - $ GigabitEthernetd/1 : 1’? Input LAnbarMor!
= @ 2921-Demo-67 it | -isp Output WAN-Shaping
® GigabitEth Device: 2921-Demo-67_111.referentia.com
- % GigabitEthe| QoS * [|| | Enable QoS Polling
D @33;1:“:] o Flow 4 Manage QoS Settings
= emo
- GigabitEthd Routing 4 Revert QoS Configuration by user 'm2c2'
- GigabitEthe IPSLA vl Manage NBAR
B__@?Sf;\l;lﬂs LAN > Apply Policy to Interfaces...
- FastEthern Edit Device Settings Remove Policy from Interfaces...
- @ FastEthern Add or Remove Interfaces Copy Policy to Devices...
-~ & GigabitEth
. g G:;:b;ifth: Refresh Device Reports...
- @& Port-chann| Remove Device
& Port-chann Device Tools »
& Port-chann -
=@ 7609_143 Statistics »
% Port-chann View »
z E:::z::: Group Management 3

Existing protocols can be customized by adding, removing or changing TCP and UDP port numbers.
Unknown protocols can be identified and assigned a new name.

Manage Ports - 2021-Demo-67_111 ol e =] Manage Ports - 2021-Demo-67_111
Manage Application Recognition (NBAR) || Show Unknown Application. Ports| Manage " ition (NBAR) |¢ Show Unknown Appiication Ports |
BuiltIn Prottx.?ls Unknown Protocols
Protocol Layer 4Pr... Port .
- @ Debug Running, last refresh at 03:06:47 PM
-
M active-directory UDP 389 = Calculations made over 0.05 second interval
W activesync TCP 30
sdobe-connect  TCP 24380 Port  Layer 4Protocol  Protocol  Number of Packets  Rate (pps)  Delta (packets)
aol-messenger  TCP 80 1080 443 5190
M z0l-messenger... TCP 3478 p

*Port mapping has been changed from the default
value(s) Restore Defaults

Custom Protocols

Protocol Layer 4 Protocol Port

Delete | | Create Custom Protocol

Export Data [ create Custom Protocol |
Close Close

Saving and Loading QoS Snapshot Files

A snapshot is a file that saves all the QoS settings, including any custom NBAR and ACLs that are used
in QoS policies, for later use. The snapshot remembers all the policies that are currently applied on the
interfaces that will be restored when the snapshot is later reloaded. Snapshots are a good way to create
rollback points or to archive current configurations that can be used for specific situations.

You can save or load snapshots by clicking on the Save QoS Device Snapshot (A) or Load QoS Device
Snapshot (B) icons on the Manage QoS Settings screen:
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QoS Usag

Manage QoS Settings - 2921-Demo-67_111 referentia.com (172.16.67.111)

SRR EIER

Policies [ Cla#es

Interface5|

Policies Mapped Classes

S LI

A.  Save QoS device snapshot

AB

e and Applications

ERE B

B. Load QoS device snapshot

Planning and Implementing Quality of Service Policies

The process of creating Quality of Service (QoS) policies can be broken down into three steps:

1. Identify network traffic, baseline behavior, and service-level requirements

2. Divide traffic into application classes

3. Define QoS policies for the application class to meet service-level requirements

Identify network traffic, baseline behavior, and service-level requirements

Perform a network audit using the QoS historical views to identify traffic types and volumes. LiveNX
provides this functionality through the monitoring graphs. Then, perform a business review on the pri-
orities and specific requirements for the discovered traffic.

3" Qos Historical View

QoS Historical View

Last Hour Last 6 Hours Last We Custom

Last Day

.292].-Demn—67_111.referentia.|:nm v || GigabitEtherne... 'Apphcanonlclass -

Application / Class  Inputand Output ~ | Export
4

¢  GigabitEthernet0/1 Input: BaseIngressPolicy
Before QoS - by Application (NBAR)

,,,,,,,, == st == ==lr ===t =c==—=6,000 &
r a0 2
2000 X
f9-n0.05 aha 99008 O f9ang Oha A8 ThA 7 -£60E O nnong ona
After QoS - by Class
soo0
_______________________ R L —Y )]
* 4000 =
2000 X
fnno.ns oha anon.08 o 22908 oha a2.ad08 ona 5008 ora 20008 Dha
GigabitEthernet0/1 Output: LAnbarMon
Before QoS - by Application (NBAR)
1 1 Ly le 1 s
t + e + Py 6,000
I TY] 4000 o
2000 X
o
fnno.ns ohe anon.08 o 23908 na 2-ad08 oha - 20008 ha
After QoS - by Class
R 8000
] 6.000
4000 o
2,000 X

A%n00E DR A% 0K Bha A%.29.08 Oha A9.AANE A A% KRR DhA

(= o =

Time Range: 08/17/12 - 08/17/12
»

Before QoS - by Application (NBAR) inKbps Op

Name Average |
. Ertp 648 4
[l o ST ___ mea T
< |y 3
After QoS - by Class in Kbps Options ™
‘EaseIngressPolicy -
Name Average I
- <l v

Before QoS - by Application (NBAR) inKbps Op'

Name Average 1
Ertp 3,405+
Ol . o .. v
< [y 3
After QoS - by Class in Kbps Options ¥
LAnbarMon -
Name Average |
- < [y 3
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Divide traffic into application classes

Traffic can be divided into classes based on the identified traffic and the business requirements. The
Cisco baseline model, which consists of 11 classes, is designed to provide granularity for various class
types with different service requirements. Each type of class may have unique QoS requirements that
must be configured and monitored. For initial QoS deployment, a smaller 4- or 5-class model can be
used to simplify the process. The model can easily be expanded over time as additional applications and
requirements arise.

Create a Policy Using Templates @
Steps Select a Policy Template
1. Choose a Template Type Select the template to apply. Templates shown in gray cannot be applied because they contain settings which are

2. Select a Policy incompatible with the selected interface and direction, or other settings on the router.

3. Apply Bandwidth Shaping Policy Templates Description

4. Review Policy Details 11C-BL_App-Match + | |11 Class Cisco Baseline NBAR Matching, DSCP Marking, and Queuing
5. Finished 11C-BL_App-Match_Mark
11C-BL_Complete
11C-BL_DSCP-Match
11C-BL_Empty
11C-BL_Empty_DSCP-Mark Policy Details

12 Class Medanet | 11C-BL_Complete_GID1_In -

;é;'fs; RF;“Z“ 5] 11C_BL_Voice_Complete
-App-a » Marking: DSCP "EF"

3C-BL_App-Match_Mark » Queueing: Priority 10%

3C-BL_DSCP-Match i Match RTP Protocol - using NBAR "ALL,

3C-5L_Empty =] 11C_BL_InteractiveVideo_Complete N
3C-BL_Empty_DSCP-Mark » Marking: DSCP "AF41"

3C-BL-Voice_App-Match

3C-BL-Voice App-Match Mk » Queueing: Priority 10%
§ O?CE‘ pp-iatch Match Protocol - using NBAR “netshow™
3C-BL-Voice_DSCP-Match

Match Protocol - using NBAR “cuseeme”
3C-BL-Voice_Empt_DSCP-Mk =/5] 11C_BL_StreamingVideo_Complete
3C-BL-Voice_Empty » Marking: DSCP "C54"
4C-BL_App-Match » Queueing: Class-based 10%
4C-BL_App-Match_Mark = Match Protocol - using NBAR “streamwork™
4C-BL_DSCP-Match 11C_BL_CallSignaling_Complete

m

m

xit_gmpw 0SCPMark “.» Marking: DSCP "C53"
—Fmpty ar Z -» Queueing: Class-based 2% <

Define QoS policies for the application class to meet service-level require-

ments

QoS policies should be designed from high-level requirements to meet specific objectives. Once the
requirements are understood, they can be translated to QoS best practices for the various application

types.

Some best practices include using DSCP markings and marking the packets as close to the source
of the traffic as possible.

Recreational or Scavenger traffic should be policed as close to the source as possible to prevent
unnecessary bandwidth usage ifit exceeds a certain threshold.

Critical applications should be ensured through class definitions to meet service level agreements.

A majority of the traffic will be classified as default, so enough bandwidth should be provided to
support this type of traffic.

Real-time traffic should use priority queues and be assigned adequate bandwidth. However, you
should limit the overall priorityqueue to 33% of the available bandwidth to prevent starving other
application traffic.

The total bandwidth allocation for classes other than default should not exceed 75% of a link’s
capacity, to account for Layer 2overhead and Best Effort traffic.

Planning and Implementing Quality of Service Policies
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PIRI R
Policies Classesll.nherfaces

Manage QoS Settings - 2921-Demo-67_111.referentia.com (172.16.67.111)

~[5] 11C_BL_Voice_Complete [
=] 11C_BL_InteractiveVideo,
J 11C_BL_StreamingVideo_
=] 11C_BL_CallSignaling_Cor
-|=| 11C_BL_IPRouting_Comp
=] 11C_BL_NetworkManager
=] 11C_BL_CriticalData_Com
- 1Z] 11C_BL_TransactionalDat
11C_BL_BulkData_Comple
_J 11C_BL_Scavenger_Comj,

s =\l class-default L

DSCP: ... Class-base...
DSCP: ... Class-base...
DSCP: ... Class-base...
DSCP: ... Class-base...
DSCP: ... Class-base...
DSCP: ... Class-base...
DSCP: ... Class-base...

11C_BL_CallSignaling_Com...
11C_BL_IPRouting_Complete
11C_BL_NetworkManagem...
11C_BL_CriticalData_Com...

11C_BL_TransactionalData...
11C_BL_BulkData_Complete

11C_BL_Scavenger_Compl...

Mapped Class Detail
[~ Drop all traffic for dass

v
L J
L J
L
L J
v
L J
| - pscPiBEfdlassbase.. | [ [ | [ |hd

Policies Mapped Classes
DaABRLAK|ERE BRBE
E“:l 11C-BL_Complete *| | Class Name Clas... Marking Queueing Poli... Sha... Compre... W... Unkn...

: 12_Class_RFC_4534_ch

- 12 _Class_RFC_4594 _pa Classify ‘ Marking I Queueing | Policing | Shaping I Compression | WRED I Unsupported|

3_ 3C-BL_App-Match_Mark

. 3C-BL-Voice_DSCP-Match_FA Match on: Any Reference

I| Ant-wAN-Shaping Class is defined by the

C‘- AOR-Applications criteria show at left.

7 AOR-Policy

3- AppDemo Match-any: packet must

?' BaseEgressPolicy meet at least one of the

3" BaseEgressPolicy-NoMarking criteria to be a member of

X the class.

BaselngressPolicy |

; B.aseIngressPo!icyNoMarking Match-all: packet must meet

3— Highl evelShaping T all criteria to be a member of
HQF-Bottom : the class.

[#-3 | HQF-Top

[#-igp LAnbarMon e

< T ] 3

Save to Device Preview CLT Close

WAN Link Shaping

QoS polices for WAN aggregators typically configure various queuing, marking, shaping, policing, and
link fragmentation settings. In most cases, there is a link-speed mismatch between the internal network
speed and the external WAN link speed. In such cases, the best method is to use a hierarchical policy
where the QoS policy is shaped to the link capacity of the WAN.

40% Realtime

15% Signaling ’ Lo

30% Critical Da 7 : —
. 30%

. 5%

5% BestEffort ] 10%
SHAPED

BANDWIDTH
LINK SHAPING

ORIGINAL
BANDWIDTH

Creating a hierarchical WAN link-shaping policy involves creating a high-level (parent) shaping policy
and then associating it with a lower-level (child) policy that actually defines the classes. In the following
image, the high-level parent shaping policy basically consists of a class default that has an average shap-
ing value set to the link capacity. A standard 11-class base child policy is then associated using the hier-
archical policy dialog box, or by simply dragging the child policy onto the class default of the parent.

When applied to an interface, this policy forces the interface to shape all outgoing traffic to the class
default shaping. Once shaped, the lower level QoS policy enforces the bandwidth requirements based
on the shaped value and not the raw interface speed itself.

WAN Link Shaping
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The easiest way to set up a hierarchical policy is to use the template-creation wizard built into the
LiveNX software to guide you through the process of automatically creating a hierarchical policy.

Manage QoS Settings - 2021-Demo-67_111.referentia.com (172.16.67.111) =]
Jadades

Policies | Classes | Interfaces

Polides Mapped Classes
zoREikuSE =RBR
r llc-?L_Compie ClassName  Classify Marking Queueing Poliing  Shaping Compression WRED  Unknown
3] 12_Class_RFC_459"
T 12_Class_RFC_4594 NMp-Traffic @
m 3C?BL AD_P -Ma;dn Mark dass-default [ 2,000 Kbps
T 3C-8L-Voice_DSCP-Match_FAD
r [Ant-WAN
SNMP-Traffic
dass-default
AOR-Applications Select the parent policy, containing dass and child policy to
AOR-Policy ite a hierarchical policy:
AppDemo N | 1
BaseEgressPolicy Parent policvl[mtwmw' vl
BaseEgressPolicy-NoMarking.
BaseIngressPoiicy «— Class: | dass-default - —
BaselngressPolicy-NoMarking Child pollc;l rﬁiﬁﬁﬁﬂ"“”""i Fioiiar EH
HighLevelShaping Reference

HQF-Bottom Class is defined by the
HQF-Top [E criteria show at left.
LAnbarMon
MonitorAppDemo Match-any: packet must
MonitorUsingNbar_FA01_In meet at least one of the
MonitorUsingNbar_GI02_Out criteria to be a member of
Police-SNMP the class.

WAN-Shaping

Match-all: packet must meet
all criteria to be @ member of
the class.

[ Edt ]

<4 m 3

Save to Device ] [ Preview CLI ] [ Cancel

Adjust Nested Output Policy "WAN-Shaping / BaseEgressPolicy-NoMarking' on 2921-Demo-67_111.referentia.com (17216.67.111)
Bandwidth Allocation by Class
Class Name Queue Setting Reserved Bandwidth Other Settings
Routing Class-based Queueing - |8 k0] - k|
Voice Priority Queueing - | 512 Kbps - ®
InteractiveVideo Class-based Queueing ~ |30 %% - H
StreamingVideo Class-based Queueing - |5 kY -
MissionCritical Class-based Queueing - |8 k) - b
Callsignaling Class-based Queueing - |3 k) -
Transactional Class-based Queueing - |5 Yo - v

Bandwidth Summary by Interface

Shape link to: 6,000 Hl(bps v] using [Average v] Show units as:

*This device supports HQF, therefore Max Reserved
bandwidth is fixed at 100% (minimum 1% for dass-default)

Interface Bandwidth (Kbps) Shaped (Kbps) Reserved (Percent)

GigabitEthernet02 [ Output 100,000 6,000 81.53%

Guaranteed Bandwidth Allocation for Interface GigabitEthernet0/2 f Output

InteractiveVideo
30%

Routing

Streaming¥ideo 8%
5%

MissionCritical
8%

Available
CallSignalin s
gl Scavenger
i 1%
Transactional ol

Save to Device ] [ Close ]
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VoIP QoS Policy Creation

A voice call tends to be classified as RTP protocol; unfortunately, there are many other applications that
also use RTP. One of the ways to classify voice traffic managed by Cisco Call Manager, Cisco Call Man-
ger Express, and Asterisk Call Manager, is to use a custom NBAR classification.

Select Manage NBAR from the QoS device right-click context menu.

1. Select Manage NBAR from the QoS device right-click context menu.

LiveAction - 172.16.67.140

Discover \Mm [T Expand

Name

File View Users QoS Flow Routing IPSLA Tools Reporting Help

QoS | Flow | Routing | TPSLA | LAN |
(& Enable Poling

Policy

BaseIngressPolicy
LAnbarMon

LAnbarMon
WAN-Shaping

Enable Qo5 Polling
Manage QoS Settings

Revert QoS Configuration by user ‘'m2c2’'

Manage NBAR
Apply Policy to Interfaces...

Remove Policy from Interfaces...

Copy Policy to Devices...
Reports...

-4 Home =
D Standalone = % GigabitEthernetd/1
£ ¥
- @ 1941-WAN-67_113 ;é Input
i & FastEthernet0f1/1 . “? O"_'m“t
® GgabitEthernetd/0 = % GigabitEthernet0/2
]
% GigabitEthernet0/1 ," gf;zt
B € 2921-Demo-67t -
S G itEth Device: 2921-Demo-67_111.referentia.com
% GigabitEthy Qo5 L1
& Mo Flow »
=@ 2921-Demo-6] Routi N
% GigabitEthe outing
$ GgabitEthg 1P SLA » |
S Nulo LAN ,
=@ 4503-145
 FastEthern| Edit Device Settings
& FastEthern| Add or Remove Interfaces
@& GigabitEthg .
& GigabitEthd Refresh Device
& Port-chann| Remove Device
% Port-chann| Device Tools »
& Port-chann| o
@ 7609_143 Statistics »
& Port-chann| View »
] 2 ::z::n Group bf‘la‘nagement 2

2. Manage Ports dialog will popup. On the Manage Application Recognition (NBAR) tab, click Create

Custom Protocol.

VoIP QoS Policy Creation
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' orts - 2221 -Demo-6/_11] EE‘ X
Manage Application Recognition (NBAR) | Show Unknown Application Ports |
Built In Protocols
Protocol Layer 4Pr... Port
active-directory [TCP  [443 445 139 389 135 -
M active-directory UDP 339 =
M activesync TCP 80
adobe-connect  TCP 44380
aol-messenger  TCP 80 1080 443 5190
M aol-messenger... TCP 3478 v
* Port mapping has been changed from the default
value(s) Restore Defaults ] [ Remap Port
Custom Protocols
Protocol Layer 4 Protocol Port
VoIP uppP 13960 16304

Delete | [ Create Custom Protocol |

3. This will bring up a dialog box in which the name, protocol type, and port information can be
entered.

How do you want to name the custom NBAR protocol?
(@ Specify a custom name (I0S version 12, 3(4)T or later)

() Select predefined custom name (older I0S versions)

Protocol Name [Cm—T vor
Layer 4 Protocol

Port Map

Range | To|
{up to 1000 ports)
Port(s) |13960 16304

Enter 1-16 ports separated by spaces

| SavetoDevice | | Cancel |

When completed, the command ip nbar custom voip udp 13960 16304 will be issued to the device.
Once the custom protocol is created, it is available for use by the NBAR engine and will show up in the
monitoring graphs.
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dnacd IS = £92 ) L E| 0 =0 .
Manage Application Recognition (NBAR) | Show Unknown Application Ports |
Built In Protocols
Protocol Layer 4Pr... Port
active-directory [TCP 443445 139 389 135
M active-directory UDP 339
M activesync TCP a0
adobe-connect  TCP 44380
aol-messenger  TCP 80 1080 443 5120
M zol-messenger... TCP 3473 .
*Port mapping has been changed from the default
value(s) Restore Defaults ] [ Remap Port
Custom Protocols
-
Protocol Layer 4 Protocol Port
M voIP uDP 13960 16304
Delete | | Create Custom Protocol |
Refresh

On the Manage QoS Settings screen, create a class for the VolIP traffic using the newly-created NBAR

VoIP protocol.

WAQOR|ES

tings - 2921-Del

Classes Create and Edit Match Statements

Match type: |Protocol - using NBAR.

] e <] ®

M NBAR _Term-Re
M NBAR_Tunnels
Ml NEAR _Voice-Vi
[l NetManageme!

Match/match not: [Matdn - ]

M NIPR-Endlave [ AddMatchStatement | [ Replace Match Statement |

M To-SFO-Office |~
W Transactional

W Transactional-|
M UN-Endave

M VoIP-Telephon ~

< »

W NBAR_Networt Value: lvnc-http | | Match Type Value
"I NBAR_P2P Protocol - using NBAR.

Match/Matc...

Save to Device | |

Preview LT | |
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4. Create a policy based on the Cisco 11-class model using the template wizard. The class can use the
VolIP class created in the previous step, and the various QoS settings can be configured.

IEWMMﬁW-M-‘MW}H.Mm&m (1721667111) |

Jadadles
Policies | Classes | Interfaces

Policies Mapped Classes
DABLK| RS BRBE
B’:’.] llC-BL_Cample.be *| | Class Name Clas... Marking Queueing Poli... Sha.. Compre... W... Unkn...
El 1£-§t-¥°§—$’mﬁﬁ 11C_BL_IPRouting_Complete &  DSCP: ... Class-base... A
J 11C_BL_S:I rac VchII =0, 11C_BL_NetworkManagem... &  DSCP: ... Class-base...
El Py "E:"“”? ! e:— 11C_BL_CriicalData_Com... @  DSCP: ... Class-base...
11C_EL_IPaR |g:a |n(g:_ o 11C_BL _TransactionalData... &  DSCP: ... Class-base...
o et || [11c Bl BukData_Complete @ DSCP: ... Class base... |
5 11C_BL_CE'D' OIL t:n?:ge’ 11C_BL_Scavenger_Compl... &  DSCP: ... Class-base... r
N |
5 i ersacionab I I S I
dass-default @  DSCP: BE Class-base... -
=] 11C_BL_BulkData_Comple
J 11C_BL_Scavenger_Comy Mapped Class Detail
5 3
- £ F
5] dassdefauit Drop all traffic for class
(-2 | 12 Class RFC_4594_ch Classify ‘ Marking I Queueing | Policing | Shaping | Compression | WRED I Unst.pported‘
- 12_Class_RFC_45%4_pa
=2 3C-BL_App-Match_Mark Match on: Any Reference
- 3C-BL-Voice_DSCP-Match_FA Match : Protocol - using NBAR. : VoIP Class is defined by the
- Ant-WAN-Shaping criteria show at left.
-3 | AOR-Applications
- AOR-Policy Match-any: packet must
[ AppDemo meet at least one of the
[ BaseEgressPalicy criteria to be a member of
- BaseEgressPolicy-NoMarking the class.
EJ” :aseingrego:?cy NoMarki Match-all: packet must meet
' aseingresstalcy-Hotiarking all criteria to be a member of
- HighLevelShaping the class.
[#-:_| HQF-Bottom
-4 | HQF-Top -
< . 3
[omewbne | [ pwevar [ o]

5. On the Marking tab for the Voice class, set the DSCP marking to 46 (EF) to differentiate the traffic.

Manage QoS5 Settings - 2921-Demo-67_111.referentia.com (172.16.67.111) E

Jeaaales
Polices | Classes | Interfaces
Policies Mapped Classes
DABLAKURy R
& “'.] HC‘BL—CU"‘D[E_E *| | Class Name Clas... Marking Queueing Poli... Sha... Compre... W... Unkn...
El ii—gt—l‘“’g—f;mﬂ:te 11C_BL_IPRouting_Complete @  DSCP: ... Class-base... X
J 11C-BL-STI ra. Vi; =0, 11C_BL_NetworkManagem... &  DSCP: ... Class-base...
El R e "e:_""”f ! eé’— 11C_BL_CriticalData_Com... ~ @  DSCP: ... Class-base...
11C_BL_IPaR |g:a |ng_ o 11C_BL_TransactionalData... e . Class-base...
—5L_IFRouting_tamp 11C_BL_BulkData_Complete L] . Class-base...
=] 11C_BL_MetworkManager £
_] 11C_BL CriticalData, Corr 11C_BL_Scavenger_Compl... @ . Class-base...
5] 11C_L TransactonaiDat ! | [ [ |
dass-default @  DSCP:BE Class-base... -
__] 11C_BL_BulkData_Comple
_] 11C_BL_Scavenger_Comy Mapped Class Detail
J C Voice E -
= 3 Drop all traffic for d
|| dass-default CPE L ==
&% | 12_Class_RFC_4594_ch | Classify | Marking | Queueing | Policing | Shaping | Compression | WRED | Unsupported|
- 12_Class_RFC_4594_pa
2 3C-BL_App-Match_Mark Mark with: Reference
- 3C-BL-Voice_DSCP-Match_FA Differentiate packets i
-7 Ant-WAN-Shaping [pscp v |66 ~ belonging to this class
- icati based on marking.
[ AOR—ApPllcanons 1Pv4 Only a.
- AOR-Policy
[#-%_| AppDemo ATM Cell Loss Priority MarkOn |
- BaseEgressPolicy N _ DSCP: marks a packet 3
B BaseEgressPolicy-NoMarking Frame Relay Discard Eligible by setting the
[E2) BaselngressPolicy differentiated services
- BaseIngressPolicy-NoMarking code point (DSCP) value
- HighLevelShaping in the type of service
[#-% | HQF-Bottom (TOS) byte.
- HQF-Top 7 i
« i ] 3 alethe
[Sovebevee | [ Pevenci ) Gl

6. Set up the voice class as a priority queue and reserve bandwidth based on the requirements for
voice traffic. Policing and header compression for RTP traffic can also be enabled if desired.
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JaLades
Policies | Classes | Interfaces

Manage QoS Settings - 2921-Demo-67_111.referentia.com (172.16.67.111)

12_Class_RFC_4534_ch
12_Class_RFC_4534_pa
3C-BL_App-Match_Mark
3C-BL-Voice_DSCP-Match_FA
Ant-WAN-Shaping

BaseEgressPolicy
BaseEgressPolicy-NoMarking
BaselngressPolicy
BaseIngressPolicy-NoMarking

Policies Mapped Classes

CaBLAh Bl BB

=) f] PC‘BL—C"’“F"&_‘E *| | Class Name Clas... Marking Queueing Poli... Compre... W... Unkn...
5] 11C_BL_Voice_Complete 11C_BL_IPRouting_Complete @  DSCP: ... Class-base... L
] 11C_BL_InteracFveV|deo_ 11C_BL_NetworkManagem... &  DSCP: ... Class-base...
5] 11C A Streaming¥ideo 1 11C_BL_CriicaData_Com... @  DSCP: ... Class-base...
=l 11C_BL_CalI5|gr.13I|ng_Col 11C_BL _TransactionalData... &  DSCP:... Class-base... A
5] 11C_BL_IPRouting_Comp) 11C_BL_BukData_Complete &  DSCP: ... Class-base... |
~E] 11C_BL_Ne.t.world“'lanager 11C_BL_Scavenger_Compl... & DSCP:... Class-base... 3
5 1 rcnoraond I ) TN I N I
J 11C_BL_TransactionalDat| ©  DSCP:BE Classbase... |
J 11C_BL_BulkData_Comple|
~|=] 11C_BL_Scavenger_Comy Mapped Class Detail
j £ Drop all traffic for dass

| Classify | Marking | Queueing | policing | shaping | Compression | WRED [ Unsupported

Quaerg oo

Reference

Distribute the available
bandwidth between

AOR-Applications X classes by specifying a
AOR-Policy i bytes minimum bandwidth
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7. Create a separate class for the voice signaling protocols. The image below shows a voice signaling
class with NBAR-based matches for SIP, Skinny, and H.323 protocols. The queue type can be set up
as class-based queuing, and bandwidth allocation can be determined from the system baseline.
When marking voice signaling, the DSCP value should be set to CS3.
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Flow Overview

The LiveNX Flow technology module for the LiveNX software provides an innovative network topology
view with end-to-end NetFlow, sFlow, and J-Flow visualizations of live traffic across the network. This
enables you to quickly drill down to individual devices or interfaces for more detail on flow characteris-
tics such as IP addresses, DSCP values, byte rates and count. In addition, the LiveNX Flow technology
provides historical and real-time reporting, filtering, flexible support for different templates and many
other features, which makes it easy identify trouble spots on the network and gain a better understand-
ing of traffic patterns.

Supported Flow Technologies

The LiveNX Flow technology module supports the flow technologies from the following vendors:
*  Cisco NetFlow (version 5 and version 9)

*  Cisco AVC (Application Visibility and Control)
*  Cisco Medianet Performance Monitor

*  Cisco NSEL (NetFlow Secure Event Logging)

*  Cisco PfR (Performance Routing)

*  Cisco Sampled NetFlows

*  Cisco AnyConnect

* IPFIX

*  Juniper J-Flow

*  Hewlett-Packard sFlow

*  Alcatel-Lucent sFlow

*  3Com sFlow

Benefits

*  Provide faster troubleshooting of the network.

*  View flows across the network from source to destination.

*  Pinpoint entry and exit of flows.

*  Acquire a deeper understanding of flow paths.

*  Observe the effects of routing and PBR settings, such as route updates and asymmetric rout

*  Effortlessly enable the flow capabilities of your device without using the command line.

Key Features

* A dashboard aggregation of the flows in your network.

*  Asystem level view of the flows in your network that provides end-to-end graphical topology
visualizations and tabular aggregations of flows across the system.

* A device level view of the flows from a specific device that provides a topology visualization and
table representation.

*  Aninterface view of input and output flows from a particular interface.

*  Various reports that allow that provide forensic capabilities to find specific historical flows;
playback, time series charts, aggregation charts, drill down to raw flows, etc.

Flow Overview
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*  Filter traffic based on specific parameters such as DSCP, port, source address, and destination
address for more focused viewing.

*  Asearch field in the system view, flow dashboard and flow reports to provide user-defined filtered
results for system and flow entities.

*  Support most of the major flow technologies (NetFlow, sFlow, J-Flow, IPFIX) from a variety of
vendors.

*  View Cisco Medianet Performance Monitor, AVC, NSEL, PfR.

*  Store all flow information for historical analysis and forensics.

*  Provide the ability to start and stop flow data gathering on a per-device basis.
*  Resolve addresses to hostnames.

*  Allow data to be stored as CSV files and image captures

LiveNX Flow Visualizations

The LiveNX Flow technology module for the LiveNX software provides five different levels of visualiza-
tions of flow information. They are the Dashboard, System View, Device View, Interface View, and
Reports. This section describes each of them in detail.

System View

The system view provides the ability to visualize flows from each device on the system topology. LiveNX
connects flows with the same 5 Tuple (Protocol, Source IP Address, Source Port, Destination IP
Address, Destination Port, and DSCP) from different devices to represent the device flows as a single
flow across the system network. This provides an end-to-end visualization of the traffic path. The con-
trols of the system flow visualization are located on the tool bar of the Flow Tab.

*  Dashboard (button): launches the flow dashboard which contains quick summary of flow related
statistics. * Reports (button): launches the flow reporting window which provides top analysis, time
series and aggregation reports of different types.

¢ Table (button): launches the System Flow Table window which contains an aggregation of the flows
from each device.

*  Refresh (button): refreshes the flows currently drawn on the system topology and in the system
flow table. The following options dictate what flows that are retrieved from the LiveNX Server:

*  Flow Technology Type Selector: this provides a mechanism to restrict the types of flows that
are retrieved. All Flow Types will retrieve all types. Selecting any of the following will restrict
the retrieval to just the

*  selected type: Application (AVC), Basic Flow, Medianet, NSEL, PfR and Unknown.

*  Current Time Selector: provides a mechanism to retrieve historical flows or the current traffic
flowing throw the system.

*  Polling Interval Selector: provides a mechanism to specify the duration to query for the flows.
For example, setting the selector to Last 30 Minutes will provide the top 200 flows for the last
30 minutes per device.

*  Filter Selector: provides the ability to filter the flows retrieved during the refresh.

*  Top/Bottom Flows Selector: provides the ability to set the number of flows per device to
retrieve during the refresh process.

*  Color Mapping Selector: provides the ability to color match the flows retrieved during the
refresh by a certain algorithm.

LiveNX Flow Visualizations
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* A Color Mapping legend is overlaid on the topology to indicate flow coloring and the number of
bytes and flows that match each of the color mapping. The legend can be toggled on and off by

opening the View menu and selecting Show Legends.

*  Flows can be drawn on the system topology as merged or unmerged. This can be changed by going

to the Flow menu and selecting Show Merged Flows.

*  Mousing over a flow provides bit rate, total bytes, and source and destination information.

*  Clicking on a flow, highlights each segment, so you can quickly trace the path of the flow across the

network topology.

*  Double clicking on a device in the system topology navigates to the device view for that device.

*  Double clicking on a flow in the system topology opens the system flow table; highlighted rows in

the table correspond to the flow of interest.
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B Al Remaining =
*176 M8 / 398 flows. R
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=
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System View Drill Down to Flow Report
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The system view flow visualization can be used to generate a flow report specific to a subnet cloud, a
device, an interface on that device or a specific flow by right-clicking on the subnet cloud, the device,

the interface, or the flow endpoint.

Subnet cloud drill down: Right click on the subnet cloud of interest and select one of the four reports:

Address Pairs, Application, DSCP or Protocol.
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In this example, the desired Address Pair report lists the flows through the subnet cloud by Source IP
and Destination IP address. A two-tier filter for IP source/destination address AND interface type is
automatically selected to create this report. The flow data is aggregated from the nearest connected
interface to prevent double counting of flows.

eo0e
Q- Type here to filter repo

Flow Reports

|
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All Unique Flows

v Address
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Source Address Popu
Site Traffic
Destination Site Traff
Source Site Traffic

> Applications

» Qos

» Network

» Medianet

> Applications (AVC)

> Firewall
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Report Actions
save

Save As

Create

Edit
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Export to CSV
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Address Pair
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Nov 14, 06:05 PM Nov 14, 06:07 PM
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SrcIPAddr  |Dst1P Addr | Total Flows  |Total Bytes | Total Packets
BE192.168.10.2 10.0.12.1 55 522 KB 8,69

192.168.10.2 10.0.0.1 51 485 KB 8,073

M 192.168.10.2 192.0.1.1 51 475 KB 7,913

192.168.10.2 192.168.11.2 45 331K8 5,503

192.168.12.2 45 276 KB 4,924
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5.62 Kbps
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Peak Packet ... | Src Country
11 pps -
14 pps -
11 pps -
11 pps -
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4pps -
4pps - -

Dst Country.

Trash
| 1|

Device drill down: Right click on the device of interest and select one of the four reports: Address Pairs,
Application, DSCP or Protocol.
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In this example, the desired Address Pair report lists the flows through all the interfaces of the selected
device by source and destination address pairs. The desired device and all interfaces are automatically

selected to create this report.
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SrcIP Addr  |DstIP Addr | Totol Flows  |Total Bytes | Total Packets |Average BitR... Average Pac... |Peak Bit Rate | Peak Packet ... | Src Country | Dst Country
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Interface drill down: Right click on the interface of interest and select one of the four reports: Address

Pairs, Application, DSCP or Protocol.
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In this example, the desired Address Pair report lists the flows through the selected device and the
selected interface by source and destination address pairs. The desired device and interface are automat-

ically selected to create this report.
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Flow endpoint drill down: Right click on a flow endpoint and select one of the four reports: Address
Pairs, Application, DSCP or Protocol
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In this example, the desired Address Pair report lists the flows through the selected Source and Destina-
tion IP address. A two-tier filter for IP source/destination address AND interface type is automatically
selected to create this report. The flow data is aggregated from the nearest connected interface to pre-
vent double counting of flows. Additional details on using Filters in Flow Reports can be found in —

Reporting.
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The LiveNX flow system view has a Search field to filter the system view based on the system and flow
entities. The Search field is located under the Flow tab’s main toolbar and is available in the system
topology, the flow dashboard and the flow reports.
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Searchable system entities include device, interface, site, tag and WAN parameters. Searchable flow enti-
ties include the IP address, DSCP, port, protocol, and application. CIDR notation can be used on the
[Paddress, for example, “flow.ip=10.0.0.0/8.” Wildcards can be used on the IP address, for example,
“flow.ip=10.0.0.2/0.255.255.0” would match the IP address where the first and last octet are 10 and 2
respectively. More granular matches can be done such as “flow.ip=72.128.0.22/0.127.255.0.”

Click on the Search field to begin typing in the desired search parameters.
The general syntax of the search field is shown as shaded text to represent an example entry.
(site = Honolulu | site = Chicago) & wan & flow.app = WebEx-meeting

Use the Enter key to apply the search. Click on the X’ to clear the search field. Click on the down carat
symbol to display a history of previous searches. The searches are kept on a per client basis; the history
is removed with the LiveNX Client is closed.

QoS Flow | Routing | IPSLA | LAN
=
o By S Oh - & @ Table t¥Refresh AlFowTypes v |CurrentTime ~ |Current Poling Interval + | 3 | *DefaultFilterGroup v [Top 50 ~ | Display Fiter Colors v

xv7\

Search Examp

Boolean expressions OR = ‘I’ and AND = ‘&’; grouping uses ‘( )’.

The Search editor provides tooltips to assist in creating the search expressions. Click on the desired
entity to add it to the expression. NBAR uses dynamic lists based on the capability of the device.

Flow
[ & % 0 - & @ Table € Refresh| AllFI

Search flow.device=|

(AppleFastLane-3560
AppleFastLane-4331
CS-2960-23-22.liveaction.com
CS-AnyConnectSamplicator
C5-C3650-23-36.Liveaction
C5-C3850-23-31.liveaction.com
FortiGate Firewall

Filtering can be done through the main toolbar dropdowns as well as the Flow Display Filter combo
box. Filtering is first done via the main toolbar dropdowns, the Flow Display Filter combo-box and
lastly, the Search field.

The Search is done with a one pass search. In addition, the system level entities need to be in a single
clause. For example, (site = Honolulu | site = Chicago) & flow.ip=1.1.1.1 is allowed, but (site = Hono-
lulu & flow.ip=1.1.1.1) | (site = Chicago & flow.ip=1.1.1.1) is not allowed.

LiveNX supports a large number of system and flow searchable entities. Click on the ? to display the list
of searchable entries as well as some example search expressions.
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site=Honolulu & wan

flow.dscp=EF

flow.ip.sre=1.1.1.1

flow.ip.dst=1.1.1.1 & flow.ip.src=2.2.2.2
flow.ip.site=Honolulu

flow.ip.site.src=5acramento

flow.ip.site.dst="New York"

flow.ip=1.1.1.0/24

flow.ip=192.168.0.55/0.0.255.0
flow.srclp=172.16.1.0 & flow.srcMask=24
flow.device=Ciscol811 & flow.interface=FastEthernet0
flow.device=Ciscol811 & flow.interface.in=FastEthernet0
flow.app=ms-lync

flow.protocol=TCP

(site=A | site=B) & tag=Primary

group
device
interface

[(Name)
{Description)

Flex Text Search

Flows from specific site with WAN-tagged interfaces
Flows with DSCP EF markings

Flows with specific source IP

Flows with specific source and destination IP

Flows from specific source or destination site

Flows from specific source site

Flows from specific destination site

Flows with source or destination ip that match /24

Use of wild cards to match flows with ip address where 3rd octe...
Flows with source ip that match /24

Flows from specific device and interface

Flows from specific device and in bound on interface
Flows identified as ms-lync

Flows that are TCP traffic

Flows from site A or B over interfaces tagged as Primary

group=Engineering
device=Ciscol811
interface=FastEthernet0

Relational operators > and < can be used for flow.medianet.packetLossCount and flow.medianet.pack-
etLossPercent, and only in topology view. For example, show flows with packet loss > 3% in topology

view.

a5 ] Routing | F3LA | LaN|

(8% 5.7 0 | ® & Tablo| O Rafrach| Al Flow Types
Search flow.medianet.packetLossPercent > 3

B Current Time =

CERT

yul

Coler Mapping Sy Display Filter Calors

Wweb
e e
Meawork Maragament
M Enterprise Agplications
Waice
“4 M [ 2 flaws
WYideo
W Heswork Mail Services
Dhrectary
W Rawting
Peer-to-Peer/Mon-essential
All-Remairirg
44 ME | 4 flows

L Fh]

4 Flow Palling Disabled lcon
APKGAT_ 380

B AcL Agplisd
9, Mot configured
WLAN

System Flow Table

bty

Current Polling Irenval *DefaultFiltenSoup

=

PR

ol

L

of F1ERA1 — |

ATMEAT 3850 20

The System Flow Table displays the flows from an entire network aggregated by flow technology. To
open the table, click on the Table button the toolbar on the Flow tab. If you select a specific flow tech-
nology type during a System Refresh, then only the corresponding technology type tab will be popu-

lated.

For Basic Flow, the flow records are merged based off Source IP, Destination IP, Source Port, Destina-
tion Port, and DSCP and sorted by byte count and then the top 200 flows per device are displayed for
the given time range. A non-zero value in the Sampler ID column denotes flows that are sampled.

For Medianet, the flows are merged based off Source IP, Destination IP, Source Port, Destination Port,
DSCP, and RTP SSRC and sorted by byte count and then the top 200 per device are displayed for the
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given time range per device. Packet Loss %, Interarrival Jitter Mean, and Lost Event Count values are
the max of all the records that were merged based off the tuples.

For AVC and NSEL, the last 200 records per device are shown for the given time frame.

The Unknown flow technology type is a flow type that doesn’t match any of the other flow types: Appli-
cation (AVC), Basic Flow, Medianet, NSEL or PfR.

Flows generating an alert are highlighted in light red; the specific attribute exceeding an alert limit is
highlighted in dark red. The alerts must be enabled for the particular flow technology for this to be vis-
ible.

Note If a given flow with the same source and destination IP addresses are exported from the device using a
different technology type, then the same flow would be represented in each flow technology type tab.
The corresponding flow in the system topology view will only be shown once. The App Name field in
the System Flow Table combines Application and NBAR Application data. When both are present,
NBAR Application takes precedence. App Names followed by a (number:number) designate NBAR

applications.
<
A System Flow Table (=] ® [
Basic Flow | Medianet | Application (AVC) | NSEL
Color Protocol SrcIP SrcPort SrcCountry  DstIP Dst Port DstCountry  App Name DSCP Total Bytes
(] uop 192.0.3.25 5,003 - 192.0.2.25 5,003 - rtp 40 (cs5) 93MB
=] uoP 192.0.3.25 6,111- 182.0.2.25 5,111 - rtp 40 (Cs5) 91MB
IE - - undassified _J0@E) | 720K5]
[m] uoP 192.0.2.25 Show Flow Path Analysis ,001 - unclassified 0 (BE) 720KB
u 2L AEEes Define Custom Application Based on Flow. T eian e Sk
] EIGRP 192.0.1.3 -- undassified 48 (CS6) 5KB
o uDP 192.0.3.25 Add192.0.3.25 to IP Blacklist /967 - unclassified 0 (BE) 5KB
(=] uDp 192.0.3.25 Add 192.03.25 to IP Mapping 967 - undassified 0 (BE) 5KkB
(=] upP 192.0.2.25 ,003 - undassified 0 (BE) 4kB
o uoP 192.0.2.25 Copy 20D Sl ciphoard 111~ undassified 0 (BE) 4KB
(=] upp 192.0.3.25 Export Flow Data ,967 - undassified 0 (BE) 9608
(=] cvMP 192.0.3.25 - TszUzZs 2,048 - ping 0@8) 7686,
O 1cMP 192.0.2.25 -- 192.0.3.25 -- ping 0 (BE) 7688
=] uoP 192.0.2.25 1,967 - 182.0.3.25 5,001 - undiassified 0 (BE) 6248

Right click on either the source or destination IP address in the System Flow Table and LiveNX provides
additional options:

*  Show Flow or Medianet Flow Path Analysis — displays an end-to-end analysis of the flow on a per-
hop basis in the Basic Flow tab. Displays and end-to-end analysis of the Medianet flow on a per-
hop basis in the Medianet flow tab.

*  Define Custom Application Based on Flow — allows you to label a flow with a custom name and
description.

*  Addto IP Blacklist — highlights identification of IP addresses by turning it red in the topology
device, flow table, and historical views. Please see Chapter 12, Tools for Additional Information On
the IP Blacklist Feature.

*  Addto IP Mapping — allows mapping of IP addresses to a user-defined label. Please see Chapter 12,
Tools for Additional Information On the IP Mapping Feature.

*  Copy to Clipboard — creates a one-click method to copy the IP address. * Export Flow Data —
creates a .csv file of the system flow table.

Right click on any item in the System Flow Tab other than an item in either the Src IP, or the Dst IP to
show flow path analysis, to define custom application based on flow, or to export the System Flow Table
to a.csv file.

LiveNX Tips

*  Make sure polling is enabled in LiveNX. Click Enable Polling in the device’s toolbar, or go to the
Tools menu and select Options, and then select Polling to enable polling for all of your devices.
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*  To view detailed information on individual flows, separate the flows if they are merged: Right click
and select Show Merged Flows to toggle that option on and off. Mouse over each flow to see its
information.

*  Use the wheel button to zoom in and out.

*  Network devices will be grayed out if they do not support flows.

Use the topology navigation controls to:
- Select/Pan: Pick and moe objects on the topokagy.

- Multisd ect: Select mukiple nodes on the topology by dragging 3 bounding box around the desied nodes.
- Connect: Draw a connector between objects on the topology.

- Drawing tools: Sdect a shape or text tool, o 3 cornectar.

- Zoom In/Zaam Out Zoom i or ot of the topogy vieu.

Sdect the Flowtab Clik Refresh Flowsto refresh Select 3 display fter from the
1o display Flow data the Flow data dsplayed on the drop-doun It
on the topohgy: topology view.

Fie Users ‘View Flow Routing IRSLA Tools Reportng Help Seard] Help
Devices [I¥ Expand @:ﬂm[ anlmu J_ | 1rE
e o —— " "
Y YY) [l ra-aa) g)mmnm‘|Cmgn:nm z"CurYEmDEw{ePdng[nm. - | & fro ospiay Fite... = i
Name — w
=@ 1841-110 — . 4
 FastEthernet0/0.600 _—— b
@ FastEthermnet0/0,601 =
FastEthernet0/1 — =
Z ':‘su ernet0) 1 mnz1 s = e ~ ) &
® Seish1jo = g X
% vianl00 mansem
® Vian603 e
© Virsos
=@ 3725131 o,
© FastEthemet0jo N a
@ FastErhernet0]1,602 Skt
® FastEthernet0/1.605 o
S N0 Y/
¥, Serialof0 il
® Seriajn.1 —
 Serialj1
% Tunnell
= @ 72040R-132
© Ethernetzfo
B Ethernet2/S
% Ethemet2/s | a0 "
Ethernet2/7 \ & mna
7, Serialtj0:0 \ mniz
% Serallj10 Color M By Port: <
® Serial3jo . ooy Ferts -  JITe] stom veroedroms o
TCP 80 8080 Src or Dst
: Seﬂaﬁl 1o e ot m— Create Network Object Color Mapping Dislog 1
Setialf2 W TCP 25 109-110 143220 9... Src or Dst Save Image Historical Flow Launcher
Serialdf3 M TCP 20-21 Sre or Dst
Tunnelo B TCP 0-65535 Src or Dst Show Bandwidths
Tunnelt11 Ml LOP 161-162 514 Src or Dst =X
# @ alcatel6aso-195 M UDP 53 67-68 123 Src or Dst. Show Legends i g T204VXR132
4 @ hpasoo-194 W LUOP 0-65535 Sre or Dst Ft To View —
@ 12320-167 1CMe Sec or Dst
M Remaining Reset View
B
A\ Flow Poling Disabled Icon Reset Layout =
< >
CPU ©,| Memory ©  NetFlow Buffer ©  sFlow Buffer © | Alerts © | Refreshed at 11/19/09 3:59:54 PM: 133 flows (merged) displayed. S of 6 devices have data. Logged in: admin © | 5:29:56 PM
T\ T—Tna status bar indeates the bt time Flou data was updated,
and the rumber of fous disped.
NetFlowbufer status: sFlowbuffer status: Alerts:
- Gresn: No buffer overfou in LiveAstion. - Green: No sFlow buffer overfiow Indicates when alerting is on (green),
- Red: Buffer overflow in Livecticn - Gray: No using sFlw. and when there are urread derts.

- Red: Buffer owerflow in Live Action

Device View

The device flow view provides a topology and table view of the traffic flowing through the device. The
device view automatically refreshes the flows displayed in the table and topology based on the config-
ured polling rate. The controls of the device flow visualization are located on the tool bar of the Flow
Tab.

*  Enable Polling (button): enables and disable the collection of flow data from the device.

*  Pause Display (button): pauses the automated refresh on the current interval. While the device
view is paused you may change the various selectors to change what is visualized for the current
interval.

*  Selectors that change the flows retrieved and how they are visualized:

*  Flow Technology Type Selector: this provides a mechanism to restrict the types of flows that are
retrieved. All Flow Types will retrieve all types. Selecting any of the following will restrict the
retrieval to just the selected type: Application (AVC), Basic Flow, Medianet, NSEL, PfR, and
Unknown. For Basic Flow and Medianet, the flows are the top 200 by byte count for the given time
period. For AVC, PfR, and NSEL, the flows are the last 200 flows in that given time period.
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*  Filter Selector: provides the ability to filter the flows retrieved during the refresh.

*  Color Mapping Selector: provides the ability to color match the flows retrieved during the refresh
by a certain algorithm.

*  End Point Selector provides the ability to change how the flows are drawn on the topology.

* A Color Mapping legend is overlaid on the topology to indicate flow coloring and the number of
bytes and flows that match each of the color mappings. The legend can be toggled on and off by
opening the View menu and selecting Show Legends.

*  Flows can be drawn on the topology as merged or unmerged. This can be changed by going to the
Flow menu and selecting Show Merged Flows. « Mousing over a flow provides bit rate, total bytes,
and source and destination information.

*  The highlighting of the flows is linked to the table and the topology.

Interfaces labeled Local in this graph indicate flows to and from the router itself. Interfaces labeled Null
indicate flows that are dropped or are multicast or broadcast in the nature that the router received
them. The App Name field in the Table View combines Application and NBAR Application data. When
both are present, NBAR Application takes precedence. App Names followed by a (number: number)
designate NBAR applications.
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The Image Below shows a device-level view with Medianet flows highlighted in light red. This indicates
that the particular Medianet flow is under alert. Scroll horizontally along the table until there is a dark
red cell, indicating the particular attribute that exceeded the alert threshold. For details on the Medianet
threshold values, or any threshold alert, please see Chapter 12, Tools.
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The Image Below shows a device-level view with Medianet flows highlighted in light red. This indicates
that the Medianet flow is under alert. Scroll horizontally along the table until there is a dark red cell,
indicating the attribute that exceeded the alert threshold. For details on the Medianet threshold values,
or any threshold alert, please see Chapter 12, Tools.
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Interface View

At the interface level, the main window shows live graphics of inbound and outbound traffic. In this
view, you can display flows by Port DSCP, Source IP, and Destination IP. The device hierarchy on the
left side of the screen allows you to quickly select different interfaces to display in this view.
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About Searching and Filtering

Key Features

This section explains some of the advanced features in the LiveNX Flow technology module. Most of
these features are used on various views described in the section above.

Flow Technology Type Grouping

LiveNX categorizes and groups Flows into different Flow Technology Types when processing the data.
This grouping separates Basic Flow, Medianet, AVC, NSEL, PfR and Unknown from each other, so that
the appropriate data can be aggregated together. When appropriate, a selector is provided to allow the
specification of a single or all flow technology types.

Flexible Templates

LiveNX flexibly supports various Flow templates and is able to provide aggregated data and visualiza-
tion of nearly all fields that can be exported by todays flow collectors.

Flow Filters

Filtering capabilities are provided at both the system- and router-level views, and provide similar func-
tionality. When there are many flows traversing the network, the Flow graphs can become overwhelm-
ing. The filtering capabilities allow the user to show only specific flows that match particular criteria.

7 = *DefaultFilterGroup E

¥ *DefaultFilterGroup

*Hide-5D-WAN-Control E
*SkypeForBusinessOnline-Video
*SkypeForBusinessOnline-Voice
Alerting: Critical Traffic

Alerting: Voice

Alerting: Voice and Video

CPOF

By default, LiveNX includes several pre-defined Flow filters. The Flow filter option also allows the cre-
ation and editing of user-defined filters. In the example below, the Custom End Point Filter will filter
the display of Flow data, limiting the display to a specific device, interface, interface direction (ingress),
and bit rate. The image below shows the application of the user-defined
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Custom End Point Filter 001:

Flow Display Filters Setup

Create Filter Ry Copy Delete Rename
¥

Filter: [Clstom End Point Fiter 001

Filter Entries
[ AddEntry [5 Add Other Filter [3¢ DeleteEntry [y By

¥ Custom End Point Filter001

1_][Custom End Point Filter001] Show (IPv4 (Src=192.0.2.35) AND (Dst=Any))

Note: Other fiters added as entries are not editable here, but can be edited by selecting them in the Fiter
drop-down box.

Filter Entry Details
Filter Entry Action: (© Show or () Hide the folowing
IPType: © IPv4Only () IPv6Only () Both IPv4 & TPV
Color Mapping Label & Color: | Custom End PointFiter001 |+
Basic | Advanced
[7] Match Protocol/Ports =l
Select from a pre-defined list of protocols/applications or create new
definitions
: o Create / Edit Bn Copy
Match IP, Range, Subnet
[Match Source IP Addresses, Any Destination IP Addresses ] | |8
Source: [192.0.2.35 ™|
Destination: .
Enter IP addresses, ranges, and/or subnets separated by spaces (e.g.,
172.120.0.1 192.168.0.0/24 10.0.0.1-10.100.0.1)
("] Match DSCP
0 )
[7] Match Device Interface
Match flows traversing through a particular device's interface
*1941-WAN-67_113.referentia.com - | [*Asyncl .
@ Inbound and Outbound (*) Inbound () Outhound
Note- 1t ved uith a [ bitovical 52
: -m [ aeply |

Without Filtering

With Filtering

Flow filters can be set up at both the system- and device-level views, and are independent of each other.
Filtering can minimize the number of flows displayed in system- and device-level views; extraneous
flows can make it difficult to find relevant data within the view. Each piece of flow data is comprised of
a particular set of attributes; flow filtering is provided on the following:

Layer 4 protocol.
*  Source and destination TCP and UDP port
Source and destination IP addresses.

DSCP values.

Flow size, either byte count or bit rate.

Flows traversing into or out of a particular

S.

device interface.

Additionally, each flow filter can be assigned a unique color to enhance visual identification in the vari-
ous views. To access the Flow Filter, click on the Flow topology tab, and then click the Filter icon in the

toolbar.
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Clicking the Filter icon displays the Flow Display Filters Setup dialog box. Pre-defined filters can be
selected, or custom filters can be created.

[ ] [ ] Flow Display Filters Setup
% Create Filter | %7 Copy | W Delete | 3 Rename Filter Entry Details.
Fiter: | [ad hoc filter] E Filter Entry Action: (e Show or Hide the following
IPType: (o) |Pv4 Only IPv6 Only Both IPv4 & IPv6
Filter Entries
Color Mapping Label & Color: 8
[E. Add Entry | [Br Add Other Filter | [, Delete bty [B [
= Advanced
[Ef[ad hoc filter] @

Match Protocol/Ports

Select from a pre-defined list of protoecols fapplications or create new
definitions

< Create | # Edit | By Copy

Match IP, Range, Subnet

<

Source
Destination

Enter IP addresses, ranges, and/or subnets separated by spaces (e.g.,
172.120.0.1 192.168.0.0/24 10.0.0.1-10.100.0.1)

Match DSCP

<

. . m Match Device Interface
Note: Other filters added as entries are not editable here,

but can be edited by selecting them in the Filter Match flows traversing through a particular device's interface
drop-down box.
Help ﬁ Cancel Apply

Use the following commands to apply the filters listed in the Filter combo box. At start-up, LiveNX pro-
vides pre-defined filters.

Button Description

Create Filter Creates a new filter
Copy Copies the selected filter
Delete Deletes the selected filter
Rename Renames the selected filter

Filter Entries

The Filter Entries tree view represents filter settings of the currently selected filter. Each filter is com-

posed of sub-filter entries which are listed in the tree view. All sub-filter entries are AND’ed together to
form the filter. For example, the following will filter all flows that have DSCP value 5 AND a source or
destination IP address of 192.168.1.1 Use the following commands to add and delete sub-filter entries:

Button Description

Add Entry Adds a new filter entry.

Adds an existing filter as an entry to the current filter. This feature permits the reuse of existing

2ddiCth=glitey filters to build up more complex filters.

Deletes the highlighted filter entry. This command applies to the current filter entry selected in

Delete Ent .
CED R the tree view.

Filter Entry Details

Use the Filter Entry Details section to modify existing sub-filter entries. Select a sub-filter entry in the
Filter Entries tree view and modify the filter options.
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Filter Entry Action

Determines whether the selected filter entry is applied to show or hide flows that match the filter entry’s
criteria.

IP Type

Indicates a positive filter entry. If a flow matches the filter entry’s criteria, it will return a value

Show . X . el ATH
“true,” and if all other filter entries are “true,” it will display the flow.

Indicates a negative filter entry. If a flow does not match the filter entry’s criteria, it will return a

Lids value “true,” and if all other filter entries are “true,” it will hide the flow.

Select an IP type (IPv4 Only, IPv6 Only, or Both IPv4 & IPv6) to use for a filter entry. If Both IPv4 &
IPv6 is selected, only fields common to both IPv4 and IPv6 will be filtered on. Any type of IP filtering
options will be disabled; IP-type filters only support one IP type at a time.

Color Mapping Label & Color

Designate a color to identify this filtered flow type by.

Filter Entry Details
Filter Entry Action: (@ Show or Hide the following
IP Type: (@ IPv4Only IPv& Qnly Both IPv4 & IPv6
Color Mapping Label & Color: | Web -
@ Advanced
Internet | |
MNetwork Management | =
Match IPv6 Flow Label Enterprise Applications u
Voice
All-Remaining |
Enter IPv& flow label values or ranad Network Mail Services u
Directory [ |
Match MAC Address
9 |
Peer-to-Peer Mon-essential |
All-Remaining
Source: \ Video ||
Destination: { Routing u
L 114 |
Enter individual MAC addresses or r3 -
01-23-45-67-89-ab a001.2500.00( 15 u
16 | |
Match VLAN 17
18 |
19
Source: (Remaining) [ |
e, . _ _____

Assigned colors will be displayed when the Flow Color Mapping setting is set to Display Filter Colors.
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Match Protocol/Ports

Accessed by clicking the Basic tab. If this check box is enabled, the filter entry will match on IP protocol/
port numbers. A set of pre-defined protocol/port entries can be selected from the combo box. Use the
following commands to extend pre-defined entries with custom entries. All of these commands will
bring up the Protocols/Applications Setup dialog box.

Button Description

Create Creates a new match entry
Edit Edits the selected match entry
Copy Copies the selected match entry

Match IP, Range, Subnet

Accessed by clicking the Basic tab. If this check box is enabled, the filter entry will match on a specific IP,
an IP range, or an IP subnet. Use the combo box to select match options. Disabled if Both IPv4 & IPv6
is selected.

Match IP Address Regardless  Enables the Source and Destination fields. Matches all flows with either specified source or
of Source or Destination destination IP(s).

Match Source IP Addresses,

Any Destination IP Addresses Enables the Source field. Matches all flows with the specified source IP(s).

Match Destination IP
Addresses, Any Source IP Enables the Destination field. Matches all flows with the specified destination IP(s).
Addresses

Match Source and Destination Enables both the Source and Destination fields. Matches all flows with the specified source
IP Addresses IP(s) and destination IP(s).

Match Source and Destination  Enables both Source and Destination fields. The filter matches all traffic from the Source
IP Address Bi-Directionally address to the Destination address OR from the Destination address to the Source address.

In the Source and Destination fields, enter IP addresses, ranges, and/or subnets, separated by spaces
(e.g., 172.120.0.1 192.168.0.0/24 10.0.0.1-100.0.1).

Match DSCP

Accessed by clicking the Basic tab. If this check box is enabled, the filter entry will match on a specific
DSCP. Select the DSCP value from the combo box. To match on multiple DSCP values, add more filter
entries since only one DSCP value can be specified per filter entry.

Match Device Interface

Accessed by clicking the Basic tab. If this check box is enabled, the filter entry will match flows based on
a specified device interface. Select a device and an interface from the combo boxes. Select a filter option:

Button Description

Input or Output Filters on traffic in both directions
Input Filters on incoming traffic
Output Filters on outgoing traffic

Match Flow Size

Accessed by clicking the Advanced tab. If this check box is enabled, the filter entry will match flows
based on a specific range of packet sizes (kb), a specific range of flow rates (Kbps), or numbers of pack-

Match Protocol/Ports
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Note

Note

Note

Note

ets in the flow. Select Rate, Bytes, or Packets from the combo box and enter upper and lower limits in
the fields provided. Click Max to automatically reset the value to the default: 4,924,967.

If a flow has no packet information (i.e., null), the filter will not attempt to match against it. Flows with
zero values will be matched if that value is included in the specified range.

Match TCP Flags

Accessed by clicking the Advanced tab. If this check box is enabled, any combination of TCP flags can be
specified for filtering. Select AND (default) or OR Boolean matching from the combo box. When using
AND matching, the flags set in the flow must match the filter’s flag setting exactly to register a match.
With OR matching, a match will be registered if any of the flags specified in the filter is present in a
flow; no match will be registered if no flags are set in a flow.

If a flow has no TCP flag information (i.e., null), the filter will not attempt to match against it. LiveNX
will not specifically check for TCP protocol flows when matching TCP flag information.

Match Autonomous System Number (ASN)

Accessed by clicking the Advanced tab. Select an option from the combo box and enter the Source and
Destination ASNs in the text boxes (maximum of 200 characters each). Each text box can accommodate
space-delimited ASNs, and an ASN range denoted with a dash (-) between the lower and upper bounds
of the range, with no spaces. Values within an entry field will be OR matched.

Option Description

Match ASN Regardless of Enables the Source and Destination fields. Matches all flows with either specified source or
Source or Destination destination values.

Lk Sf)urse R, LYy Enables the Source field. Matches all flows with the specified source values.
Destination ASN
Match Destination ASN, A
atch Destination » ANY Enables the Destination field. Matches all flows with the specified destination values.
Source ASN
Match Source and Destination  Enables both the Source and Destination fields. Matches all flows with both the specified
ASN source and destination values.

Currently, only 2-byte ASNs (range 0—65535) are supported (refer to RFC 5396, Textual Representation
of Autonomous System (AS) Numbers).

Match Next Hop, IP, Range, Subnet

Accessed by clicking the Advanced tab. If this check box is enabled, the Next Hop IP filter will filter on
single IPs, space-delimited IPs, IP ranges, or subnets (using CIDR notation). This filter matches against
the Next Hop IP address rather than the source and destination IP information for a flow. Disabled if
Both IPv4 & IPv6 is selected.

Enter a maximum of 200 characters. Denote a range with a dash (-) between the lower and upper
bounds of the range, with no spaces. A valid range cannot have equal lower- and upper-bound values.

If a flow has no Next Hop IP information (i.e., null), the filter will not attempt to match against it. If the
filter is enabled, but no value is entered in the text box, the filter will behave as if it is not enabled. A zero
Next Hop IP value (e.g., 0.0.0.0) will only be matched if a zero IP address is entered in the text box.

Match TCP Flags
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Match IPv6 Flow Label

Accessed by clicking the Advanced tab. If this check box is enabled, the flow label filter will filter on sin-
gle IPv6 flow label values or ranges of space-delimited values. Acceptable flow label values must fall
within the 1-1048575 range. Disabled if IPv4 Only is selected.

Match MAC Address

Accessed by clicking the Advanced tab. If this check box is enabled, the filter will match on space-delim-
ited values or ranges. Supports dashes (-) and colons (:) as delimiters, as well as the Cisco standard dot-
ted notation for MAC addresses (e.g., XXXX.XXXX.XXXX).

Option Description

Match Mac Addresses
Regardless of Source or
Destination

Enables the Source and Destination fields. Matches all flows with either specified source or
destination values.

Match Source Mac Addresses,
Any Destination Mac Enables the Source field. Matches all flows with the specified source values.
Addresses

Match Destination Mac
Addresses, Any Source Mac Enables the Destination field. Matches all flows with the specified destination values.

Addresses

Match Source and Destination  Enables both the Source and Destination fields. Matches all flows with both the specified
Mac Addresses source and destination values.

Match VLAN

Accessed by clicking the Advanced tab. If this check box is enabled, the filter will match on individual
values or ranges. Acceptable VLAN values must fall within the range of 1-4095.

Option Description

Match VLAN Regardless of Enables the Source and Destination fields. Matches all flows with either specified source or
Source or Destination destination values.
Match Source VLAN, Any

Destination VLAN Enables the Source field. Matches all flows with the specified source values.

Match Destination VLAN, Any

Enables the Destination field. Matches all flows with the specified destination values.
Source VLAN

Match Source and Destination  Enables both the Source and Destination fields. Matches all flows with both the specified
VLAN source and destination values.

Protocols/Applications Setup

The Protocols/Applications Setup dialog box allows the creation of custom match filters based on pro-
tocols/port numbers.

Match IPv6 Flow Label
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Protocols/Applications Setup

o Create Definiton [y Copy 3¢ Delete ¥4 Rename

Defined Protocols/Applications: {?hest

Entries

[ AddEntry [57 Add Defined Prot/app [§ Delete

Y test
LN (L4 Protocol=UDP) AND (Src OR. Dst=161)

Mote: Defined protocols/applications added as entries are not editable here,
but can be edited by selecting them in the drop-down box above,

Entry Details
Layer 4 Protocol: UDP (17) -

Ports

Match Ports Regardless of Source or Destination

Source: ‘ 161

Destination: ‘

Enter port numbers or ranges separated by spaces (e.q., 80 85-443)

The commands at the top of the dialog box apply to the container definitions in the Defined Protocols/
Applications combo box:

Button Description

Create Definition Creates a custom match definition container

Copy Copies the select match definition container
Delete Deletes the selected match definition container
Rename Renames the selected match definition container

Once a match definition container is selected from the Defined Protocols/Applications combo box,
match entries can be added to it. Match entries are listed in the Entries tree view. Each matching entry
identifies a specific protocol (e.g., application)/port number or range. A set of button commands allow
the addition of match entries.
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Button Description

Add Entry Adds a new defined protocol/application entry
Add Defined Prot/App Adds an existing defined protocol/application entry
Delete Deletes a defined protocol/application entry

To edit a matching entry, select it in the Entries tree view by highlighting it. Once a matching entry is
selected, the Entry Details options are enabled.

Flow Color Mapping

The Flow Color Mapping feature allows the assignment of colors to Flow connectors to easily view traf-
fic characteristics at a glance. The Flow Color Mapping options are:

¢ DSCP—color flow by DSCP marking

*  Port—color flow connector by port and by source/destination/both

*  IP Address—color flow connector by IP address (ingress/egress/both)
*  Byte Count (default)—color flow connector by byte count

*  Rate—color flow connector by rate * Display Filter Colors—color flow connector by the assigned
filter

To modify Color Mapping options, click the Color Mapping Configuration icon xxx and select one of
the attributes listed in the menu. See the Flow Filters section for information on assigning colors to flow
filters.

Note IPv6 is not fully supported

QoS Flow | Routing | IPSLA | LAN |

® ‘@ Enable Poling [l Pause Display | Medianet + [ “DefaultfiterGroup v B Byte Count B End Points:|IP Address ~ | (O Playback Report ad
Protocol SrcIP Addr SrcPort Src Cntry Dst IP Addr Dst Port InBytes InPackets InF OutTF
uoP 192.0.2.35 3,446 - 10.0.2.25 5,004 2m8 1,59 GigabitEthernet0/1 GigabitEt
uop 192.0.2.35 3,446 - 10.0.2.25 5,004 2M8 1,532 GigabitEthernet0/1 Gigabitet |
uoP 10.0.2.25 6,002 - 192.0.2.25 6,002 19M8 16,655 GigabitEthernetd/0 GigabitEt
uoP 10.0.2.25 6,002 - 192.0.2.25 6,002 6MB 5,488 GigabitEthernet0/0 GigabitEt
uoP 192.0.2.35 7,698 - 10.0.2.1 7,648 15M8 15,584 GigabitEthernet0/1 GigabitEt
1LInP. 1920 £43 - 10021 A8 15MB. 15 50° 1_GinahitFt

Color Mapping @ LiveAFtion will provide color ) Choose New Color
mapping parameters/ranges with

Select the an attribute and enter values below to remap the Flow
colors. Click the swatches to modify each value's color.

user-defined values based on the

display attribute selected.

Attribute v - DSCP
Enter a byt & in Bytes (e.g., 1,000 or 100-1,000) - Port
niter a byte count in Bytes (2.g., 1,000 or 100-1,
i IP Address P
ate  [01,000 |Bytes - Byte Count
Rate 1,001-100,000 ‘Bytes - Rate
Rate 100,001-500,000 | Bytes
W Rate 500,001-1,000,000 | ytes Enter user-defined

M Rate 1,000,001-10,000,000 }Uy ges or use

aefaults provided.

M Rate 10,000,001-50,000,000 | Bytes

M Rate 50,000,001 -100,000,000 | Bytes Preview

M Rate 100,000,001-250,000,000 \Bytes a - W Sample Text Sample Text
W Rate 250,000,001-500,000,000 ‘Eytes . ] . T TE—

M (Remaining)

Click on colored box to
open color palette.

Flow Path Analysis

LiveNX provides detailed end-to-end traffic performance using standard Flexible NetFlow packets,
general MIB information and the LiveNX alerts. The Flow Path Analysis, Medianet Flow Path Analysis
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and Application Visibility and Control (AVC) Flow Path Analysis features combine this information
into a single table that can be used to troubleshoot problems on the network using a specific flow. This
feature is accessible from the tables and topologies in the flow system, device, and historical playback
views, as well as the Top Analysis report. Flow alerts and performance measurements statistics are pro-
vided on a per hop basis. The following steps show how to access the Flow Path Analysis through the
flow system topology view.

*  Step 1: Go to the Flow tab in the System Topology View
*  Step 2: Filter for either Basic Flows, Medianet flows or AVC flows

*  Step 3: Right click on the flow of interest and select Show Flow Path Analysis, Show Medianet Flow
Path Analysis or Show AVC Flow Path Analysis

The first two examples show access to the Flow and the Medianet Flow Path Analysis through the sys-
tem topology. The third example shows access to the AVC Flow Path Analysis through the AVC tab
within the System Flow Table.

File View Uses QoS Flow Routing PSLA LAN Took Repoms Window Dev Help
Qa6 Tiow | Reutng | BSLA | LAN

BB /G @ G st (Reten ow e

Dbt | Manage (3 Prpans

<lamenme o |ametpingimens - B Detstewos  + [0 - B8 sy Fiter Coors +

i @ 1 38805C0PF 05, 151

. Newcrnip P

- @ ASTRATRL < o - -
i @ CCCTLARTRON '
5 @ cccorsamen
o @ ccovramn o
5 @ CovERTRAN b3 - C

Show Medianes How Path Analysis
Reports
Creste Display Fier ,
Add to Currert Display Fier ,
Ho Display Fiter

Creste ACL based on flow.

iew '

Geoup Mansgement

‘%\ System Flow Table | || m(=) |
" Basic Flow \[ Medianet ~ Application (AVC) | NSEL
Colnr Protocol  SrcIP Src Country Dst IP Dst Port  Dst Country App Mame DSCP  Total Bytes MND Sum  Retransm
TCP 118111 & CNIChma 2.181.1.1 80 = IR/Iran, Islamic Republic of share-point 0 (BE) 619 KB 24ms
I:-EE- --m—
TCP 10.0. 5 100 - 10.0. Show &pplication (AWC) Flow Path &nalysis 0 (BE) 0oms
I:I TCP 1.232.1.1 . KR/Korea, Republfcof 2,232, Déffhe Custom Application Based on Flow.. 0 (BE) 0 B Oms
O TCP 1.239.1.1 KR /Korea, Republic of 2,239 0 (BE) 0B Oms
O TcP 1.240.1.1 KR /Korea, Republic of 2,240 Add 2,180.1.1 to IP Blacklist 0 (BE) 0B Oms
O TcP 1.241.1.1 KR /Korea, Republic of 2,241 Add 2.180,L1 to IP Mapping 0 (BE) 0B Oms A
O TcP 1.242.1.1 KR /Korea, Republic of 2,242, . 0 (BE) 0B Oms 5
O e 1.243.1.1 KR Korea, Republic of 2,243, Copy 2.180.1.1 to clipboard 0(8E) 0B oms
O Tce 1.244.1.1 KR jKorea, Republic of 2,244, Export Flow Data 0 (BE) 0B Oms
O Tce 1.245.1.1 KR Korea, Republic of 2,245/ — - - porrt |0 (BE) 0B Oms
O TcP 1.246.1.1 KR jKorea, Republic of 2,246, 1 1 80 ¥ DE/Germany share-point 0 (BE) 0B Oms
O Tce 1.247.1.1 KR/Korea, Republic of 2.247.1.1 80 ¥ DE/Germany share-point 0 (BE) 0B Oms
O Tce 1.248.1.1 KR jKorea, Republic of 2.248.1.1 80 = SEfSweden share-point 0 (BE) 0B Oms an
O e 1.249.1.1 KR/Korea, Republic of 2.249.1.1 80 § = SEfSweden share-point 0 (BE) 0B Oms
0 Tce 1.250.1.1 e KR/Korea, Republicof 2.250.1.1 80 £ SE/Sweden share-point 0 (BE) 0B 0ms

Evaluate table results

LiveNX identifies the Flow, Medianet or AVC flow across the system based on the 5-tuple (source IP
address, destination IP address, protocol, source port and destination port) and the RTP SSRC value.

The header information above the table entries describes the flow under analysis listed in order: proto-
col, source IP address, source port, destination IP address, destination port and SSRC value. The date
and time range corresponds to the range of the query period (currently fixed at 5 minutes). Click on
Refresh to update the table with the most recent data.

Flow Path Analysis
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Devices are displayed as column headers from left to right corresponding to the order that the flow tra-

verses through the devices. The ordering of the ¢

olumns is user-selectable; to reorder the columns, click

on the device name in the column header, then click-drag the columns to reorder.

The row headers represent device, interface or performance attributes. Entries within a given row indi-
cate the attribute value at the device shown in the column header. Medianet attributes include Jitter

Mean, Packet Loss Count, Packet Expected Count and Packet Loss %; these statistics are not available in
the Flow Path Analysis. AVC attributes include Application Delay Average, Network Delay Average and
Retransmissions. Red or yellow table entries indicate performance exceeding alert or drop thresholds as

defined in Tools > Configure Alerts.

= Flow Path Analysis E@E
Flow: UDP 192.0.2.35:4805 -> 10.0.2.25:5004 1/27/14 11:26:00 AM - 11:31:00 AM | Refresh | [ Show Path ]
2921-Demo-67_111 1941-WAN-67_113 2921-Demo-67_112
Device Name
CPU Usage 72-77% 98-99 % 55-58 %
InIF + GigabitEthernetd/1 GigabitEthernet0/1 GigabitEthernetd/1
QutIF + GigabitEthernetd,2 GigabitEthernet0,0 GigabitEthernet0/2
In QoS Policy + BaselngressPolicy Policy_NBAR No Policy
Out QoS Policy + WAN-Shaping WAN-Shaping Parent-Shaper
Bit Rate 222 Kbps - 4 Mbps 5Mbps - 5 Mbps 394 Kbps - 405 Kbps
+ QoS AlertEnabled Il Threshold Crossing Alert (TCA) Interface/QoS Policy Drops
Medianet Flow Path Analysis
Flow: UDP 192.0.3.25:5003 -> 192.0.2.25:5003  SSRC: 30583 9/30113 10:06:21 PM- 10:11:21 PM [ Refresh | [ ShowPath |
1941-WAN-67_113.referentia.com 2921-Demo-67_1 11, referentia,com cakIS60K-67_107
Device Name | 1941-WAN-67_L13 referentia.com  2921-Demo-67_111.referentia.com
‘CPU Usage + 56 - 64 % 99 9%
iln IF + FastEthernetOf1/1 GigabitEthernet0/2
‘0ut IF + GigabitEthernet0/0 GigabitEthernet0/1
|In QoS Polcy + No Policy Mo Pobcy
Quk QoS Policy + WAN-Shaping No Policy -
Jcter Mean 2.60-3.70 ms 0.93ms 122,74 ms
‘Patket Loss Count 0 0 46
Packet Expected Count 435- 6,176 3,634 0-110
‘Paclet Loss % * 0.00 % 0.00 % 41.81 %
‘Loss Event Count * 0 0 0-24
‘Fuwandnq Status Forwarded Forwarded Unknown
‘MedaBitRabe 19 Kbps - 274 Kbps 161 Kbps 0bps - 3 Kbps
TP Bt Rate 0 bps - 280 Kbps 0bps - 164 Kbps 0bps - 3 Kbps
[DSCP and TPv6 Traffic Class S5 (40) 55 (40) 55 (40)
* Medianet Alert Enabled  + QoS Alert Enabled I OK (No Medianet alerts) Il Threshold Crossing Alert (TCA) Interface/QaS Policy Drops Il Unknown

In cases where devices within a given Medianet

or AVC flow do not support Medianet or AVC, then the

Medianet or AVC related attributes will be blank, as shown in the 2921-Demo-67_112 device column

shown below.
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pplication (44C) Flow Path Analysis

Flow: TCP 1.4.1,1 -> 2.4.1,1:80

10/27/14 11:53:00 AM - 11:53:00 AM

Refresh H Show Path ]

LANIKAT_2921_1-105 LANIKAI_1941_1-106 LANIKAI_2921_1-107

Device Mame

Application share-point share-point share-point
TP Usage +| 74 % 82 - 84 % 75-77 %
InIF + GigabitEthernetof1 GigabitEthernet0j1 GigabitEthernetof1
Qut IF + GigabitEthernetofz GigabitEthernet0jo GigabitEtherneto/z
In QoS Policy + SET_DSCP Mo Policy  11C-BL_App-Match_GI01_In
Out Qo5 Policy + SHAPING Mo Policy  MonitorUsinghbar_GI0Z_Out
DsCP BE (0} EE {0} BE (0}
App Delay Avg Oms - 16 ms
Metwork Delay ... 12 ms - 20 ms
Bit Rate 11 Kbps 154 Kbps 11 Kbps

* avC Alert Enabled  + QoS Alert Enabled B OK (Mo AVC Alerts)

M Threshold Crossing Alert (TCA)

Interface/Qos Policy Drops [ Unknown

Medianet Flow Path Analysis

Flow: UDP 192,0.2,35:1083 ->» 10.0,2.25:5004  SSRC: 2221342720

1/3/14 2:18:40 PM - 2:23:40 PM [ Refresh

] | Show Path

2921-Demo-67_111 referentia.com

Device Mame 111.referentia.com
CPU Usage + B6 - 77 %
In IF + GigabitEthernetf1
Out IF + GigabitEthernetdf2
In QoS Policy + BaselngressPolicy
Out QoS Palicy + WaN-Shaping
Jitter Mean * 0.20-2.75ms

Packet Loss Count 0
Packet: Expected Count 14,802 - 35,666
Packet Loss % * 0.00 %
Loss Event Count * 0
Forwarding Status Forwarded

1941-WaN-67_113.referentia.com

1941-Y 113, it

GigabitEthernet0f1
GigabitEthernet0jo
Policy_NBAR
WaN-Shaping
0.47-2.10ms
11-10,494

174 - 29,434

5,32 - 35.65 %
9-4,519

Forwarded

2921-Demo-67_112 referentia.com

2921-Demo-67_112.referen

cak3560%-67_107
107
51-62%

GigabitEthernet01

MNullo

GigabitEthernet0/z Mullo
Mo Policy Mo Policy
Parent-Shaper Mo Policy

- 0.33-1.34 ms

- 0-4,201

- 15,697 - 33,480

0.00

Unknown

Media Bit Rate * 655 Kbp: 2

IP Bit Rate 669 Kbps - 2 Mbps 221 Kbps - 856 Kbps -~ 710Kbps - 1 Mbps
DSCP and IPv6 Traffic Class AF41 (34) AF41(34) - BE (0}
Last Media Event Normal Normal - Mormal
Eit Rate - - 386 Kbps -
* Medianet Alert Enabled  + QoS Alert Enabled B OK {No Medianet Alerts) Il Threshold Crossing Alert (TCA) Interface/QoS Policy Drops I Unknown
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Attribute

Device Name

CPU Usage

InIF

Out IF

In QoS Policy

Out QoS Policy

Jitter Mean

Packet Loss Count

Packet Expected Count

Packet Loss %

Loss Event Count

Forwarding Status

Media Bit Rate

IP Bit Rate

DSCP and IPv6 Traffic Class

Last Media Event

Application Delay Average

Network Delay Average

Retransmission Count

Value

Device Name

Min & max % values for the
defined query period

Input interface name

Output interface name

Input QoS policy name. The
policy name reflects the
current policy applied even if
the query time is in the past.

Output QoS policy name. The
policy name reflects the
current policy applied even if
the query time is in the past.

Min and max mean values for
the defined query period.

Min and max packet loss
values for the defined query
period.

Min and max packet expected
count values for the defined
query period.

Min and max packet loss %
values for the defined query
period.

Min and max loss event count
values for the defined query
period.

Medianet forwarding status.
Min and max Medianet bit

rates over the defined query
period.

Min and max Medianet IP bit
rates over the defined query
period.

The DSCP value.

The last Medianet media

event within the query period.

Average application delay in
milliseconds.

Network delay in milliseconds.

Retransmission count.

Color
Note: Only Medianet alerts and thresholds are used to determine
the device color.
Green: Medianet alerts enabled, none exceeded alert
thresholds.
Red: At least one Medianet alert exceeded threshold.
Gray: No Medianet alerts enabled or missing data.
Red: CPU usage exceeded alert threshold.
Amber: Ingress interface drops exceeded enabled drop alert

threshold.

Amber: Egress interface drops exceeded enabled drop alert
threshold.

Amber: Class drops detected in the input policy.

Amber: Class drops detected in the input policy.

Red: Jitter mean value exceeded enabled mean jitter alert
threshold.

Red: Packet loss % exceeded enabled packet loss % threshold.

Red: Loss event count > 0 and media loss event alert enabled.

Red: Media bit rate count exceeded enabled media bit rate
threshold.

Red: AVC network delay time per connection exceeded
enabled AVC network delay time threshold.

Red: Retransmission count exceeded enabled retransmission
threshold

A “*” is appended to the end of the attribute name if the corresponding Medianet or AVC alert is
enabled within LiveNX.

A “+” is appended to the end of the attribute name if the corresponding Device/QoS alert is
enabled within LiveNX.

Step 5: Click on Show Path in the Path Analysis Table to visualize and iso-
late the Flow, Medianet or AVC flow through the system topology

The flow colors correspond to the device colors in the Basic, Medianet or AVC Flow Path Analysis table.
After clicking on Show Path, if you click on Refresh, only the Path Analysis table will update; you will
need to click Show Path again to reflect the updated path results.

Flow Path Analysis
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Note Other operations in the flow system view such as changing the filter, refreshing, or merging/unmerging
flows will remove the path analysis flow and redraw the system view normally. Click Show Path to

redraw the path analysis flow.

Q5" Now [Rauvg | BAA] LW

ol ~ G- @ & fradiel] o Refresh | Medurat = [Curent Tma v fLast S Meses - | G vetsarrecon

-
T

— -
g il o nu;gsn_ue.ﬁ;-'wu
- = - T2 fv

e, = -

Medunet Flow Path Analyss
90 (Mo Mechanet Alsts)
I Medanet Threshold Crossing Alert (TCA)

W Urknown (Kerts Nok Configured or Missing Data)

A\, Plow Poling Decabled fcon

D) AL Apgphed

3, ot configured

=)

mml‘“"r’}:ﬁ-ﬁhw"mm-lmllﬂl Lead
S

nd‘mn-;-n,mmmiw
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Historical Playback

The Historical Playback feature in the Flow device-level view replays the historical Flow data collected
over the previous 24-hour period. This feature has access to all the Flow data collected by LiveNX, and
all the filtering options are available. Device-level flow playback can be shown in 10-second, 30-second,

1-minute, 5-minute, 30-minute, or 1-hour frames.

To open the flow historical playback feature, click Flow > Historical Playback.

Note Historical Playback may cause flows to be dropped.

Below is an example of the Historical Playback display:
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® - (==
® Q|Bas'cﬂow ~ | 3 | *DefauitFiterGroup ~ | B Display Filter Colors + | End Points: IP Address - | Show 30seconds | per frame. | ?
b u ‘l D MFES‘ESt " | M}‘Aﬂg]],mlz v\ muwmq\mHNH\'HHHIHHH‘HHHIH\HHHHHI'HHHHHHH\H‘HII‘\H\HHHHI'HH! 08:17:30 A1 x 12:01:00AM
Tine Protocol Src IP Addr SrcPort Src Cntry Dst IP Addr DstPort Application TCP Flags srcPrefi
12:00:19 AM uppP 172.16.67.145 61,473 - 172.16.67.113 161 snmp —a— 24 ~
12:00:30 AM TCP 2.244.1.16 80 DEfGermany  1.244.1.1 4,266 http —AP-5- 8 =
12:00:30 AM TCP 2.244.1.4 443 [¥9 DE/Germany ~ 1.244.1.1 4,244 secure-http —AP-5- 8
12:00:30 AM TCP 223,11 110 Bl EUfEurope 123,11 2,873 pop3 —AP-SF 8
12:00:30 AM TCP 23111 110 i3 GB/United Kin... 1.31.1.1 2,873 pop3 —AP-SF 8
12:00:31 AM TCP 2.43.1.1 110 0 TT/italy 143,11 2,873 pop3 —AP-5F 8
12:00:31 AM uppP 2411 55,542 [ BFRfFrance 23,030 —i— 8
12:00:31 AM UpP 1411 23,030 [ cn/china 2411 55,542 i 8 -
< | i, ] »
=
[EF3E] [EFXE] [EFXE] 1131 [EET] Tise 11 FETEE] 1
120611 121511 2811 [ETeE 124511 [ExT) (T
5611 i [T 1201 [EPET) [XCIT] [EET)
Color Mapping By Display Filter Colors Z 7 —
W web
*7MB [ 124 flows 1721667.113
M Internet
I Network Management
*2MB / 12 flows
I Enterprise Amorli : toest 167_113
Voice [Crrzresrass || raresrdis || maresrae || maveaiae i
M Video Trasesra || izsest Trareerins W rmarserie e B
W Network 52 [ rzsserds || srzseeroes [|smvestame |
*3MB [ 48
M Directory A
Il Routing Z E—
I Peer-to-Peer /Non-essential - — —_
W All-Remaining / . —
“6MB / 16 flows 2311 2211 21211 2e41s 25116 211 | 2w || zean || zsaus
T e e e et e e
——
‘Showing collector data for 8/17/12 12:00:30 AM - 12:01:00 AM: 200 flows displayed (2,674 total).

Create ACLs Based on Flows

Access Control Lists can be created directly from the system flow view. Right click on a flow (not
merged) in the topology view and select Create ACL based on flow.

Unknown ‘v‘ i
Local Fa0
Reports >
Create Display Filter 4
Add to Current Display Filter »
Mo Display Filter
| Create ACL based on flow..
unkoown ) [ERTID

The resultant ACL Extended rule menu will appear with the relevant source IP, destination IP and port
information already filled in.
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©) Append rue to [ ]
©) Insert rule atbeginning of | 3|

Create a New ACL from Flow for 1811-

@ permit () deny Uremark‘

£.g 192.168.1.0/24 or 192.168.1.19 < No Object Groups > ]

by Port  Equal to

i~ [ |

P @TCP O uDP Object-Group | < No Object Groups > + | @ Other |by Name v|lahp ~

Source Destination

© any @ by Networkor IP |16.16.16.16 (©) by Object-Group ©any © by Networkor P [30.10.10.2 by Object-Group
->>

e.0 192.168.1.0/24 or 192.168.1.19 <No Object Groups >~

@by Port [Equalto 3
<< - -

36105 2t

[F]Match by DSCP - ‘

[F]LogRule [Log =

For additional details about managing Access Control Lists, please

Flow Buffers

see Chapter 12, Tools.

The Flow buffer status indicators will display the states of the Flow buffers.

© FastEthernet0j0

© FastEthernet0]1.602
© FastEthermet0/1.605
® N0

%, Serialo/0

® Serid0/0.1

® Serial0/1

® Tuell
5 @ 7owR12

S Ethernet2/0

® Ethemet2/S

© Ethemet2/s.

5 Ethemetz/?

@, Serial1/0:0

@ Serdl/1:0

szt [

; cor
& st il
¥ B 1CP 25 105-110 1432209... Secor Ost

O Sy B TCP 20-21 Sec or Dst.

: Rl W TCP 068535 Src or Dst

% Tuml 11 BLOP 161.162514 Srcor Dzt
@ @ skarel6as0-196 18 LDP 53 67-68 123 Src or Dst
g Jloml 0w Sca o
& @ X30-167 wk

. . A Flow Poling Disabled Iccn

b Users Vew Qo5 Fow Foung [PSUA lods Reportng bep Ll
Devices [BExpand QoS Flow [ Routng | TP SLA ab
XX BB LB R Q| o Refresh iows | [curent Time Hlsrentoevce poting nte... ]| o oty Fite.. 7 [
| Name.

| T

& @ 1641-110 ™ g
© FastEthernet0/0.600 = 5
® FastEtherneto}0 601 £8 vl
@ Fastethemetojt = -
© N 4 2 i :p
® Sedsolifo = ——
® Vin100 g i )

L 4 -

b g -~ B e s b

8 @ 325131 -ty i

U © | Memory © wumifu © | sFlow Buffer U alerts © | Refreshed at 11/15/09 10:39:56 AM: 129 flows (merged) dsgplayed. 6 of 6 devices have data.

Not logged in | 10:50:45 AM

NetFlow buffer status indicator sFlow buffer status indicator

Green = normal

Red = buffer overflow

The buffers will, under normal operating circumstances, remain green. If the indicator turns red, this
indicates that the flow buffer has been exceeded. For Cisco devices, decreasing the number of devices

utilizing NetFlow Collector mode will help remedy the situation.

The limitation of the flow buffer is determined by the performance of the Server or Node on which

LiveNX is installed.

Flow Data Status

LiveNX also provides a report showing the status of flow data collection. To open the Flow Data Status

dialog, select Flow > Data Status Report

Click Execute Overflow Status to view overflow, packet rate, and drops.
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Click Execute Flow Counts to view current statistics for flow collection. Use the combo box to select 1,
6, 12, or 24 hours of data. The total flows and flows per second statistics are for the chosen duration.
The flow count is the aggregate of flows overall flow technology types.

[ JoN ] Flow Data Status

Overflow Status

Execute Overflow Counts Node ? Total Drops 1

Current Overflow:
Has Ever Overflowed:
Current Packet rate:
Total Drop:

Current Drop:

Flow Counts
Execute Flow Counts
Perform a full query for the count  Data for last 1 minute a

Totals

Overall: 99,465 flows. 1,657.75 flows per second.

Node 2 Device Count Flow Count Flow Rate (fps) z

Local 41 99,465 1,657.75
Device 3 Node 2 IP Address Flow Count Flow Rate (fps) z
ASA Firewall Local 10.100.51.19 21,302 355.03
C5-C3850-23-31.liveaction.com Local 10.100.51.1 20,795 346.58
AppleFastLane-4331 Local 10.100.51.21 12,054 200.9
FortiGate Firewall Local 10.100.51.29 8,977 149.62
SE-LiveWire-NY Local 10.100.50.80 6,207 103.45
RTR-DC-MPLS Local 10.100.51.4 6,184 103.07
RTR-DC-CORE Local 10.100.51.3 5,909 98.48

Database File Size

Over time, collecting Flow and QoS historical data can consume a considerable amount of disk space.
To view and modify the database storage settings, select Options from the Tools menu, and then click
Database.
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[ ] Options
:
v .
@ Local
Preferences Use 'All nodes' config

S (%
Backu

Database location: /data/livenx-server/data/nodes /Local/data/snmpstore

Database
@ Database size: 28.418 GB (28.102 GB available for deletion) Rese
Email Automatically purge data older than 180 days (1 to 999 days) Purg:
a Before purging, archive to: _Local
Flow
Security
Database location: /data/livenx-server/data/nodes/Local /data/flowstore Backu
Database size: 78.187 GB (74.086 GB available for deletion) Rese
Automatically purge data older than 40 © days (1 to 365 days) Purg:

Before purging, archive to: _Local

Alert

Database location: /data/livenx-server/data/nodes/Local /data/alertstore2 Backu

Database size: 144.279 MB (136.275 MB available for deletion) Rese
Automatically purge data older than 60 days (1 to 365 days) Purg:

Before purging, archive to: _Local

Long-Term

- . . . ‘o e ‘o . . P P o . . Bl

Apply Close

IP Mapping

The IP Mapping feature allows the mapping of an IP address or hostname to a user-defined label. This
feature only affects the labeling within LiveNX and does not affect any actual DNS or hostname config-
urations.

IP Blacklist

The IP Blacklist feature allows the identification of IP addresses or hostnames that will appear in red in
the topology, device, flow table, and historical views. This is a method of identifying quickly and visu-
ally any known anomalies. Alerts can be configured to notify the users when blacklisted IP addresses
occur in the flow data.

Alerting

See Chapter 12, Tools for information about configuring Alerts.

NetFlow Collection

LiveNX is able to receive NetFlow from an array of different network devices. These devices mainly con-
sist of Cisco, but LiveNX can also receive flow data from several different vendors. The following will
describe mostly Cisco routers and switches.

Cisco Device and NetFlow Version Support

LiveNX NetFlow currently works with most Cisco routers and some Cisco switches.
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Devices Supported Cisco NetFlow Version Cisco 10S Version
Cisco ASA 5500 security devices Version 9 ASA 8.3
Cisco ASR 1000 series routers Versions 5, 9 2.6.0 (12.2.(33)XNF)
Cisco 800 series routers Versions 5, 9 12.3,12.4,15.0,15.1
Cisco 1800 series routers Versions 5, 9 12.3,12.4,15.0,15.1
Cisco 1900 series routers Versions 5, 9 15.0,15.1
Cisco 2600 XM series routers Versions 5, 9 12.3,12.4
Cisco 2800 series routers Versions 5, 9 12.3,12.4,15.0,15.1
Cisco 2900 series routers Versions 5,9 15.0,15.1
Cisco 3600 series routers Versions 5, 9 12.3,12.4,15.0,15.1
Cisco 3700 series routers Versions 5, 9 12.3,12.4
Cisco 3800 series routers Versions 5, 9 12.3,12.4,15.0,15.1
Cisco 3900 series routers Versions 5,9 15.0,15.1
Cisco 7200 series routers Versions 5, 9 12.3,12.4
Cisco 7600 series routers* Versions 5, 9 12.2
Cisco Catalyst 4500* Versions 5, 9 12.2
Cisco Catalyst 6500* Versions 5, 9 12.2

Note See http://www.cisco.com/go/fn for more information on required hardware for these platforms

LiveNX NetFlow Process Overview

The diagram below shows the LiveNX NetFlow components and how they fit into the process.

Device Filter . Display . Topology
Top 200 Flows Filters View
(N Raw Flow [} ’ ShRort Tl:
Store SROEE:
= Runs every 15 min

+ On flows that match
1) Flow dashboard or
2) Long term reports

- Scheduled > 4 days

Long Term
* Adhoc based on dashboard

Reports + No custom reports

Long Term TRy 2

Flow Store Flow
ashboard

Collector Polling Modes

Cisco devices can provide NetFlow data in one or two different modes. LiveNX supports only Collector
mode polling.

Databases

LiveNX stores raw flow data in the flow store database to generate flow topology views, short-term
reports and flow related alerts. The raw flow data gets aggregated every 15 minutes and stored in the

LiveNX NetFlow Process Overview
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long-term store database to generate the flow dashboard and the long-term reports. Long-term reports
include scheduled reports with durations of greater than 4 days and ad hoc reports based on the flow
dashboard. Custom flow reports (i.e., flow reports created using user-defined fields) regardless of dura-
tion length are generated using the raw flow store database.

Device and Display Filters

To make it easier to isolate and view specific flow information, LiveNX provides extensive filtering
options that can be applied to both real-time and historical displays. Device filtering allows you to col-
lect specific flow data from the devices and to reduce the amount of NetFlow information LiveNX pro-
cesses.

Real-Time and Historical Displays

The real-time display gives you current NetFlow data, plus live visualizations at the topology-, device-,
and interface-level views. The historical display review allows you to recall and visually examine
detailed device-level information from the database.

Cisco NetFlow Collector Commands

The software will set up the NetFlow commands automatically on the device. Users can also manually
change or add settings to adjust the behavior and performance of the device. The following table shows
some of the NetFlow commands that are available. The Image below also shows the relationship
between a flow in the network device and when NetFlow Collector data is sent back to LiveNX NetFlow.
Additional information on NetFlow is available on the Cisco website.

Inactive Timer
(default 15 seconds)

1

NetFlow NetFlow
Data Data

' '

Note Various timers and their effects as a new traffic flow starts and ends, traversing the network device.
Based on a timer, the network device will forward a notification to the software, which will then display
data on the screen.

Active Timer
(default 30 minutes)

]

]

]

»

I~ X

L

-
|
]

]

o..-puaiooo
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NetFlow Command Description

This command specifies when NetFlow Collector information is sent after a flow
becomes active. By default, the last value in the argument is 30, which means long-

ip flow-cache timeout active 1 lasting flows over 30 minutes will not show up until they hit this timeout value. For
more interactive debugging, a value of 1 minute is suggested, which will have the
effect of more information being sent to the software.

b flow-cache timeout inactive 15 This command specifies when NetFlow Collector information is sent after a flow
P becomes inactive. By default, the timeout value is set to 15 seconds.

This command is automatically set up by the software to tell the device where to
send NetFlow Collector information (IP address of the PC where the software is
installed). The last value is the port number typically used.

ip flow-export destination [ip address]
2055

The software currently supports NetFlow versions 5 and 9. If NetFlow is not
ip flow-export version [Version Number]  configured on the device, the software will enable version 5. If NetFlow is already
configured on the device, then the software will operate with that NetFlow version.

i lorea saue (fiarees This command can be used to tell the device which interface to use for sending
NetFlow information to the software.

These commands are issued on a per-interface basis for collecting NetFlow

ip flow ingress information on flows in either direction. By default, LiveNX will configure egress and

ip flow egress ingress NetFlow export for a Cisco routing device interface. This can be changed

manually at the command line.

Note Some Cisco devices may not support egress export, and LiveNX will indicate the egress commands that
failed. Unless the ingress commands also show up in the failed list, they will have been applied
successfully. See http://www.cisco.com/go/fn for more information on supported platforms.

Flexible NetFlow (FNF)

Flexible NetFlow allows user-configurable NetFlow record formats, selecting from a collection of fields:
® Key, non—key, counter, timestamp

*  User-defined NetFlow key fields

Advantages

*  Tailor a cache for specific applications not covered by the existing 21 NetFlow features in
traditional NetFlow

* Different NetFlow caches (e.g., per subinterface, per direction [ingress, egress], per sampler)

*  Better scalability, since flow record customization for a particular application, reduces the number
of flows to monitor

Features for Tracking

*  Layer 2 for switching environments
*  Layer 3 and Layer 4 for IP info (more so than with traditional NetFlow)
*  Up to Layer 7 with deep packet inspection (NBAR integration in IOS 15.0.)

*  Medianet Performance Monitoring

Platforms

See http://www.cisco.com/go/fn for more information on supported platforms. Beginning with Cisco
IOS Release 12.4(20)T, traditional NetFlow for IPv6 is being replaced by Flexible NetFlow for IPv6.
Cisco Express Forwarding (CEF) or distributed CEF (dCEF) is required.
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Configure Flow

The Configure Flow feature allows each device to get configured for either standard or Flexible Net-
Flow. Click Flow > Configure Flow or by right-clicking on a device in the device view and then selecting
Flow > Configure Flow. This capability is available to Admin and Full-Config user roles.

After clicking on Flow > Configure Flow, LiveNX displays a Flow Configuration summary table listing
all the devices discovered by LiveNX as well as its properties including Type, IP Address, Description,
Tags, and several Flow Configuration Options.

oo . ==
Instructions
Select devices to configure flow
Flow Configuration Table
Sel... Device Type IP Address Description  Tags  Traffic... Applic... Voice/Vid... Traditi... Custom
(] @ 1386_Black_Core Standard v [192,168.1.33  Cisco I0S S... bridg... © [ (%] -
(] @ 181113 Standard v |192.168.1.13  Cisco I0SS... o [~} (%] =
] @ 1811240 Standard v 192.168.1.240 CiscoIOSS.. - © © ] e |
(] @ 1941-WAN-67_113 Standard w |172,16.67.113 Cisco I0S S... © ] (] © o
2921-Demo-67_111 Standard w 172.16.67.111 Cisco IOSS... -
| - maroemosin R iz fososs| - | | > | | & |
[} @ 3750-235 Standard » 192.168.1.235 CiscoIOSS... -
2921-Demo-67_112
[} @ 3925-VPN-163 Standard ¥ 192.168.1.163 Cisco IOS 5... =~ LiveAction FNF configuration found o
= @ 4503-145 Standard » 192.168.1.145 CiscoI0SS... - - LIVEACTION-FLOWMONITOR
- --- GigabitEthermnet0/1 =
--- GigabitEthernet(/2
--- Tunneld

The Type drop-down field is used to determine the device series. Default is standard. Other options are
the Catalyst 3850 (two flow monitors for monitoring an interface: ingress and egress), Catalyst 4500
(only allows monitoring in the ingress direction) and Catalyst 6500. LiveNX takes a best guess at the
device type; the drop-down selection allows you to change the Type as needed.

The IP Address is the IP Address of the device.

The Description is the description field retrieved from the device. It should match the Description field
that is shown in the LiveNX system device expanded view.

The Tags are the compilation of the labels, capacities, WAN, Sites, and Tags that you defined for that
device. Creating labels, capacities, WAN, Sites & Tags are covered in Chapter 12- Reports.

The Traffic Statistics (FNF), Application Response Time (AVC), Voice/Video Performance (Medianet),
Traditional NetFlow and Custom (Flexible NetFlow settings not set by LiveNX) flow configuration
options summarize the device’s capability to support the various flow configuration options, as well as
to show the flow configuration currently configured on that device.

*  Agreen LED indicates the flow technology that is configured on that device.

* A white LED indicates the flow technology that is supported on the device, but is not currently
configured.

*  The LED with the strikeout marking indicates a flow technology that is not supported on that
device.

In the example shown above, the 2921-Demo-67_112 device has Traffic Statistics (FNF), Application
Response Time (AVC) and Voice/Video Performance flow technologies configured, while Traditional
NetFlow and Custom NetFlow are supported, but not configured.

over over an entry in the flow configuration columns to get additional details about the flow configura-
tion by the interface.

Type in an alphanumeric string next to the magnifying glass to filter the flow configuration table.

Configure or modify your device’s flow configuration by clicking on the leftmost check box and clicking
on Configure Selected. After loading in the device configurations, LiveNX will expand the device
entries in the Flow Configuration table to include the managed interfaces.

Configure Flow
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Flow Configuration o8] X
Instructions
Configure the type of flow you wish to receive from the interfaces

Flow Configuration Table

Q-

Device Type IP Address Description Tags Traffic... Applica... Voice/Vide... Traditio... Custom

- @® 1386_Black_Core Standard +|192.168.1.33  Cisco I0S So... bridge... © ) ) ) © -
@ FastEthernet4 - 10.54.201.1 LINK_TO_SL... engine...  [] - - ]
& Tunneld - sick bay |} - - (] |
 Tunnelt - transp... [} - - = O

T S I N S S T S N N
& Vlan201 - 10.54.200.1 SatCOMMm... bridge |} - - ]
® Vian216 - 10.54.216.1 Tunnel 216 V... tenfor...  [] - - 1 |5
® Vians4 - 10.54.200.9 WiMax VLAN ~ weapons  [] - - O

=] @ 2921-Demo-67_112 Standard v 172.16.67.112  Cisco IOS So... - © () ® o (]
@ GigabitEthernet0/1 - 10.0.3.1 1941-Demo-... - =} (] O
& GigabitEthernetd/2 - 192.0.4.2 cat3750-67_... B ]
% Loopbackd - 112.112,112,112 B B B O =
S Tunneld = 100.100.100.112 ¥ [ il ) s

[Saemome ] [pevewar ] [feet ] e ] o=

Click on a check box to toggle the various flow configuration options. A hyphen mark in a flow technol-
ogy entry indicates a flow technology which is unsupported by that device. Once a new selection is
made, the Save to Devices, Preview CLI and Revert buttons will be enabled.

*  Preview CLI - click on Preview CLI to review the commands that LiveNX will send to the device to
re-configure flows on the selected interfaces. Use the device table on the left to select a device in the
list.

Multiple CLI Viewer

2921-Demo-67_112

>

1386_Black_Core |Standard config t

2921-Demo-67_.... Standard class-map LIVEACTION-CLASS-MEDIANET P

no match access-group name match5004

exit

interface Loopback0

mace enable

exit

flow monitor type mace LIVEACTION-FLOWMONITOR-AVC
no record LIVEACTION-FLOWRECORD-AVC L3
exit

no flow record type mace LIVEACTION-FLOWRECCRD-AVC

no flow exporter LIVEACTION-FLOWEXPORTER

flow exporter LIVEACTICN-FLOWEXFORTER

description DO NOT MODIFY. USED BY LIVEACTION.

destination 172.16.131.121

source GigabitEthernet0/0

transport udp 2055

template data timeocut 600

option application-table ¥
< | " | r

m
S

Close

*  Revert — click on the Revert button to return your flow configuration settings back to the initial
state prior to any “Save to Devices” command.

*  Back - click on the Back button to return to the device the only view of the flow configuration
table.

*  Close — close the flow configuration table.

*  Save to Devices — LiveNX will ask you to confirm that you would like to configure the devices. If
confirmed, LiveNX will modify the flow configuration for the selected interfaces on the device. A
message will be generated to indicate successful re-configuration of that device or to indicate
details on the errors encountered during the flow configuration.

Configure Flow
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Sending Configurations Failed

Sending flow configurations to some devices failed.
Please view details for more info...

[ Close ][ << Details

Details:

~
Devices Failed: 5
1336_Black_Core (192.168.1.33): |
Addingfediting flow exporter LIVEACTION-FLOWEXPORTER| =
Expected no response for "option application-table”™ commar
“option application-table |
M

%% Invalid input detected at ' marker.”

Addingfediting flow record LIVEACTION-FLOWRECORD was -
< Il | 3

L

Enabling NetFlow
According to Cisco best practices, enabling NetFlow export consists of two steps:
*  Enabling NetFlow on the relevant physical and logical interfaces on the network device

*  Enabling the device to export the flow information from the device over the network
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Note

Item Description

Working With Existing
NetFlow Tools

NetFlow Polling

Device and Software
CPU Utilization

NetFlow Bandwidth Usage

Starting NetFlow Collector
Mode

Specifying NetFlow Data Using

the CLI

NAT in Collector Mode

Accuracy and Flows From
Interfaces Without NetFlow

Removing Software as
Collector

Because more than one NetFlow tool may be talking to a particular device, users should be
cautious when setting up the software with respect to these other tools, since some of the
settings may be incompatible. Also note that the I0S has limits on the number of NetFlow
Collector export targets.

LiveNX only supports Collector mode. Collector mode depends on the expiration of active and
inactive flows, and therefore may result in delays when depicting the flow characteristics within
the device.

Because NetFlow adds additional processing requirements on the device, users should monitor
CPU utilization from time to time. Also, if the Collector sends a lot of NetFlow data, this can
substantially increase CPU usage on the device and client PC. CPU usage can be reduced by
lowering polling rates or turning polling off for the devices. Merged flows can also be displayed
in place of individual flows to further reduce CPU usage on the PC. For NetFlow Collector mode,
settings can be changed on the device to reduce CPU usage, such as adding filters and reducing
the refresh rate of templates being sent. For more information, refer to the Cisco NetFlow
Configuration Guide.

In collector mode, a large amount of NetFlow packets may be sent from the device to the
software. For this reason, caution should be taken to understand the impact on the network
and the device. The settings can be changed from the Tools menu by selecting Options and
then clicking Polling. From the Interval column, select the polling rate from the drop-down list.
The indicator will turr: red if too much NetFlow data comes in from devices.

CPU © | Memory © | NetFlow Buffer © | sFlow Buffer ©

NetFlow must be enabled on the router or switch, which the software can do for you when the
device is added. When the flow is sent to the software and NetFlow polling is enabled, the
software will display NetFlow information.

Although LiveNX NetFlow does not require the use of the command line interface (CLI), the CLI
can be used, if desired, to set up the device for specific NetFlow data.

In Collector mode, the device will be sending the data back to the software. If the device is
behind a NAT boundary, it may not be able to send the packet back to the PC on which the
software is running.

If NetFlow is not enabled on all interfaces, the flow view may have gaps and will not provide a
true representation of the top flows in the device. For this reason, ingress and egress NetFlow
should be enabled on the major interfaces on the device.

When you properly exit LiveNX NetFlow while it is running in Collector mode, the software will
automatically remove itself as a Collector export target. However, if the software is abnormally
terminated, the export target may not have been removed in the device. You can check this by
looking for ip flow-export destination in the running configuration, or by looking at the device’s
export status. To remove the Collector manually, issue the no ip flow-export destination
command directly on the device.

Item Descript

Software IP Address and Using
DHCP in Collector Mode

Firewall Issues

Scalability

NetFlow Collector Expiration
Behavior

When using the software in NetFlow Collector mode, care must be taken to ensure that the IP
address given to the device for the PC with the LiveNX software installed does not change. If
the PC with the installed software received its IP address by DHCP, it should either be
configured to always receive the same IP address or set up as a static IP address.

When using the software in NetFlow Collector mode, the user must ensure that the NetFlow
packets from the device can traverse the firewalls in the network, as well as on the PC that is
running the software. NetFlow data is typically a UDP packet running on port 2055. This port
may need to be configured on the firewall to allow data to pass through.

The software can scale to include many devices, but the ability to scale is dependent on the
type of PC, its capabilities, the polling rate, and type of graphs being displayed.

The expiration timers can be adjusted to change how quickly the device exports NetFlow
records and how quickly flows will appear in LiveNX. The shorter the active and inactive times,
the more responsive the NetFlow display will appear. However, this may increase the amount
of processing required.

LiveNX is able to configure traditional NetFlow on most NetFlow capable devices. If you configure Net-
Flow using the Command Line Interface (CLI), you must decide whether to enable ingress NetFlow,
egress NetFlow, or both for each device. This decision depends on the intended use, topology, and
whether or not the device supports either or both directions.

Egress NetFlow is dependent on the version of Cisco IOS you are running. For more information, go to:
http://www.cisco.com/go/fn.

Enabling NetFlow
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Disabling NetFlow

The following example shows how to disable ingress NetFlow for an interface labeled “GigabitEther-
net0/0.”

myrouter#configure terminal
myrouter(config)#interface GigabitEthernet0/0

myrouter(config-if)#no ip flow ingress To disable egress NetFlow, use the ip flow egress interface sub-
command as follows: myrouter(config)#interface GigabitEthernet0/0

myrouter(config-if)#no ip flow egress

Note Ingress NetFlow is the most commonly used method. Egress NetFlow is more commonly used with
MPLS VPN. The MPLS Egress NetFlow Accounting feature allows you to capture IP flow information
for packets undergoing MPLS label disposition (i.e. it captures packets that arrive on a router as MPLS
packets and are transmitted as IP packets). Egress NetFlow accounting might adversely affect network
performance because of the additional accounting-related computations that occur in the traffic-
forwarding path of the router.

Advanced NetFlow Collector Commands

Cisco devices are able to support advanced capabilities, including the ability to filter or sample particu-
lar flows. This helps narrow down the NetFlow data that is sent to the software and also reduces the
CPU consumption of the device. NetFlow input filtering and random-sampled NetFlow features can set
up the device to collect data from specific subsets of traffic.

The NetFlow input filters provide NetFlow data for a specific subset of traffic by creating filters for
selected flows. By creating a class map for input filtering, this helps focus the NetFlow data on the
desired types of traffic. The random-sampled NetFlow feature randomly selects a packet from a
sequence of packets or provides the random sampling from the device’s NetFlow cache. The sampling
period can be adjusted depending on the amount of granularity desired. Additional information on
configuring these options can be found on the Cisco website.

Precautions When Using NetFlow Collector Mode

*  The amount of bandwidth used to send NetFlow data and its effect on device performance should
be verified.

*  NetFlow Collector in the software has to be manually started by clicking Enable Polling, or going to
the Tools menu and selecting Options, and then clicking Polling for each device when it is initially
brought in.

*  The software enables ingress and egress NetFlow and will collect all NetFlow data from the device,
but will only show the top 200 flows based on size. * Adjust the device NetFlow settings such as
filtering, sampling, template refresh, and various timers to ensure the device is within operational
limits.

Deployment Considerations

For optimal performance, the following are additional items that should be considered prior to deploy-
ing the LiveNX NetFlow technology module:
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Note

Note

LiveNX Flow Configuration

Cisco NetFlow

LiveNX NetFlow will automatically set up the device for proper NetFlow operations. Typically, the user
will not have to send any other commands to the device, except for specialized behavior or for flexible
NetFlow setups. The wizard for adding devices into the software will guide the user through the proce-
dure and send down the proper settings to the device.

Changes that are made to the device’s running configuration only. To make them permanent, these new
settings can be saved manually to the device’s startup configuration.

Default Flow Settings

By default, LiveNX listens for NetFlow Collector traffic on port 2055 and sFlow traffic on 6343. If you
need to modify these settings from their defaults, they can be modified in the “application.proper-
ties.example” file. Start by renaming the file to “application.properties” and edit it in a text editor.

Because it can generate a large volume of packets, polling for NetFlow Collector mode is turned off by
default. Polling can be enabled by clicking Polling on the Options dialog box, accessed from the Tools
menu by selecting Options, or by clicking Enable Polling in the device-level view.

If an interface sending NetFlow Version 9 IPv4 data, disable Version 5 data export on that interface;
otherwise, data may be double counted. If Version 9 is used for IPv6 data, Version 5 doesn’t need to be
disabled).

To edit the flow export port and data directory, go to: .. Program FilesLiveAction Server2.2configappli-
cation.properties

Device Configuration Notes

IPv4 Configuration

*  There must not be duplicated configurations between standard collection and Flexible NetFlow
(i.e. if all interfaces are set up for standard collection and one of those interfaces will be used for
Flexible NetFlow, standard NetFlow must be disabled on that particular interface).

*  When using Flexible NetFlow for IPv4, the minimum required fields must be met for LiveNX to
collect data. (Refer to the Minimum Required Template Fields table for a list of minimum required
fields. LiveNX does not collect data from all fields).

IPv6 Configuration

*  Ensure that multiple IPv6 Flexible NetFlow configurations that meet the minimum required
template fields are not created; otherwise, duplicated flows will be received.

*  When using Flexible NetFlow for IPv6, the minimum required fields must be met for LiveNX to
collect data. (Refer to the Minimum Required Template Fields table for a list of minimum required
fields. LiveNX does not collect data from all fields).

Medianet Configuration

¢ LiveNX supports both the RTP and TCP performance monitor flow record types.

LiveNX Flow Configuration
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Note If using Performance Monitoring Flexible NetFlow on the same interface with standard NetFlow
exports you may see the same flow show up twice (once for Medianet Performance Monitoring and
once for the standard NetFlow export).

Cisco Adaptive Security Appliance (ASA) Configuration

*  LiveNX collects modified standard template fields exported by an ASA. Configuration of ASAs is
not supported; you must set up access lists and flow export manually. Select the Monitor Only
check box on the Add Device dialog box when adding an ASA to the topology (i.e. no support for
QoS, IP SLA, Routing, or access control list management).

*  Refer to the Minimum Required Template Fields table for a list of minimum template fields
required for LiveNX to collect ASA data.

Minimum Required Template Fields

* A =TField required in order for LiveNX to identify and store ASA flows
* R =Field required in order for LiveNX to identify and store flows

* S =Stored by LiveNX in its NetFlow database

* T = Part of standard IOS NetFlow template

*  N/A = Not applicable

5 LiveNX
Field Type DL GUI Field Description
Usage
Name
IN BYTES RS,T RS,T Bytes Incoming counter for the number of bytes associated with an IP
- flow.
IN_PKTS ST ST Packets :;cfcl)or:;ng counter for the number of packets associated with an

AR, Protocol

PROTOCOL AR,S,T IP protocol identifier (e.g., TCP, UDP, ICMP, etc.)

S, T
SRC_TOS R,S, T RS T DSCP Type of Service byte setting when entering incoming interface.
TCP_FLAGS ST S, T TCP Flags  Cumulative of all TCP flags seen for this flow.
L4_SRC_PORT AR,S,T 2’ ':' SREPEIR | el e mers mumsar (i, iR, T, @ caviveleni
Src IP
IPV4_SRC_ADDR AR,ST IPv4 source address.
- = r Addr
Src Prefix
SRC_MASK S, T Len Source address subnet mask length.
AR, InIF N .
INPUT_SNMP AR,ST ST Input identifying interface index.
L4_DST_PORT ARST AR, Dst Port TCP(UDP destination port number (i.e., FTP, Telnet, or
ST equivalent).
Dst IP S
IPV4_DST_ADDR AR,ST Addr IPv4 destination address.
DST_MASK S, T DStLZ':ﬁX Destination address subnet mask length.
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Description

. LiveNX
Field Type [l GUI Field
Usage
Name
OUTPUT_SNMP ARST ':’ i’ St
Next Hop
IPV4_NEXT_HOP ST B Add
SRC_AS s, T s, T Src AS
DST_AS ST ST Dst AS
LAST_SWITCHED RS, T  RST Lozt
Switch
First
FIRST_SWITCHED RS T RST '
Switch
Src IP
IPV6_SRC_ADDR RST
Dst IP
IPV6_DST_ADDR BST |
IPV6_SRC_MASK g7 | SeCEE
Len
IPV6_DST_MASK 67 | S
Len
IPV6_FLOW_LABEL REF | TooRE
Label
ICMP_TYPE s S ICMPType
FLOW_SAMPLER_ID ST R
In Src
IN_SRC_MAC s s VIAG
SRC_VLAN s s Src VLAN
DST_VLAN s S DstVLAN
DIRECTION ST N/A
Next Hop
IPV6_NEXT_HOP ST | o
IPV6_OPTION_HEADERS ST N/A

Output identifying interface index.

IPv4 address of next-hop router.

Source BGP autonomous system number.

Destination BGP autonomous system number.

System uptime at which the last packet of this flow was
switched.

System uptime at which the first packet of this flow was
switched.

IPv6 source address.

IPv6 destination address.

Length of IPv6 source mask.

Length of IPv6 destination mask.

IPv6 flow label per RFC 2460 definition.

Internet Control Message Protocol (ICMP) packet type.

Identifier shown in “show
flow-sampler.”

Incoming source MAC address.

Virtual LAN identifier associated with ingress interface.
Virtual LAN identifier associated with egress interface.

Flow direction: 0 = ingress flow, 1 = egress flow

IPv6 address of next-hop router.

IPv6 option headers found in the flow.

Description

. LiveNX
Field Type [CUDEL GUI Field
[VEET-)
Name
In Dst
IN_DST_MAC S S MAC
IN_PERMANENT_BYTES A A Bytes
FORWARDING STATUS S S D2
app_id S S NBAR App

Non-Cisco Device Flow

Incoming destination MAC address.

Running byte counter for a permanent flow.

Forwarding status of flow (Refer to the Cisco Technology White
Paper, NetFlow Version 9 Flow-Record Format.).

NBAR application identifier.

LiveNX Flow monitoring of devices other than Cisco devices is enabled by default.

Note However, it is necessary to manually configure a non-Cisco device to export its Flow information.

Click File > Edit Device Settings to change non-Cisco device settings.

Non-Cisco Device Flow
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Edit Non-Cisco - J2320-167 3] Edit Non-Cisco - 2320167 3]

Steps Enable Poling

1. Device Connection Select the rate for
Information device, Learn more about poling in the Help section

PAddess  [192.168.1.167

@ Use the Defaut SNMP connection settings Edt
Poling Rate |30 seconds v
© Enter SNMP connection settings for this device

e Target Pt Pol the folloning features

] Flows
Community String

sFlow Collection

The sFlow standard describes a mechanism for capturing traffic data in switched or routed networks. It
uses a sampling technology to collect statistics from the device and is applicable to high-speed net-
works. A sFlow agent is the implementation of the sampling mechanism on the hardware. The sFlow
Collector is a central server which collects sFlow datagrams from agents and stores them for analysis.
The sFlow agent uses two forms of operation: a statistical packet-based sampling of switched or routed
packets, and time-based sampling of interface counters. The basis for the LiveNX implementation of a
sFlow Collector is similar to the collection and parsing of NetFlow and J-Flow packets. The LiveNX
sFlow Collector collects and parses sFlow export packets sent by a remote network device, and passes
along the flow information to the LiveNX flow database.

sFlow Export Format

The sFlow Collector supports parsing of the three main sFlow export versions: 2, 4, and 5. Flow infor-
mation will be gathered from either the flow packet header provided in the export packet or the IP Flow
information data format. Only IPv4 flows are currently supported.

Because sFlow does not provide switch time information, the start time for the flow will be reported as
the uptime of the device when the export packet was received, as reported in the export packet header.

The last switch time will be the same as the first switch time since this information is unknown and can-
not be estimated. This restriction means the flow data rate cannot be calculated.

sFlow Collector

The sFlow Collector parses received export packets using the published export format to collect the fol-
lowing fields from either the packet header or the IP Flow information format.

*  IPv4 source address

*  IPv4 destination address
* Input interface

*  Output interface

*  Flow byte count

*  First switched time

*  Layer 4 source port

*  Layer 4 destination port
¢ IP protocol number

* ToS

sFlow Collection
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Because sFlow does not provide timely information, the start time for the flow will be reported as the
uptime of the device when the export packet was received, as reported in the export packet header. The
last switch time will be the same as the first switch time since this information is unknown and cannot
be estimated. This restriction means the flow data rate cannot be calculated.

The flow byte count will be calculated using the following formula:

UDP traffic Byte Count = Mean Skip Count * UDP Datagram Length

Byte Count = Mean Skip Count * (Sampled Packet Size — Stripped Count — Frame Offset to IP

Non-UDP traffic Header)

J-Flow Collection

The J-Flow Collector will collect the following fields from either the packet header or the IP flow infor-
mation format:

*  IPv4 source address

*  IPv4 destination address
* Inputinterface

*  Output interface

*  Flow byte count

*  First switched time

*  Last switched time

*  Layer 4 source port

*  Layer 4 destination port
¢ IP protocol number

* ToS

sFlow Export Format
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Routing Overview

LiveNX Routing is a technology module that provides real-time routing-layer visualizations for Cisco
networks, including Virtual Routing and Forwarding (VRF) tables. In addition, the module’s policy-

based routing feature provides a high degree of control, allowing users to route traffic easily and pre-

dictably over user-specified paths.

Applications and Benefits

Network Architecture Analysis

*  Identify routing protocols in use
*  Establish baseline nominal routing behavior
*  Perform Virtual Routing and Forwarding

*  Rich routing topology visualizations

Security

*  Identify hijacked routes
*  Track routes for suspicious flows to source-specific hostnames or IPs

*  Zero in on specific traffic by filtering routes by destination or type

Troubleshooting

The LiveNX routing feature can be used to detect the following information and conditions:
e Static routes

¢ Black holes

*  PBRapplied, but forgotten

*  Summarization errors

*  Route loops

*  Asymmetric routing

*  EIGRP, IS-IS and OSPF Adjacency conditions

How LiveNX Routing Works

LiveNX shows routes in both tabular and graphical formats. The graphical topology view is given in the
context of the physical interfaces on each network device. Each subnet is represented as a “cloud,” and
route arrows originate at router interfaces and terminate at the subnet “cloud” to which they route. In
this way, LiveNX gives a bird’s-eye view of routing across multiple devices.
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LiveNX Routing Topology View—the Routing module retrieves routing information by opening a CLI
connection (either Telnet or SSH) to the device and issuing a “show” command (show IP route for the
route table and show route-map for the PBR statistics). This data is kept in a database on the LiveNX
server.

VLAN

LiveNX Tip—The “Other” Interface

The interface labeled Other in each network device shown in the topology view is a catchall for any
routing points in the network device that are not otherwise shown. In the case where Null traffic is not
displayed separately, routes attached to Null would be shown using the Other interface.

LiveNX Routing Views

System-Level View

The Routing system-level view makes it easy to visualize routing across your network. The system-level
routing visualization shows the routes of all devices in a graphical format. The route paths and the
interfaces that are routing them are indicated by arrows. The directional arrows are also color coded to
indicate whether the route is a static route or derived from a particular routing protocol. You can apply
a filter to display routes based on specific protocols and/or destinations.

Filtering Routes

The Protocol option filters by protocol or destination IP. LiveNX parses the routing information col-
lected to determine the route for a particular protocol or destination network (in CIDR format). Click
on the Protocol tab to display route filter options.

LiveNX Tip—The “Other” Interface
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Note
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Refresh Routes

Route displays are refreshed manually. To refresh the routing tables and the information in the system
topology view, click Refresh Routes in the Routing toolbar and select an option. If Refresh Specified
Routes is selected, indicate the route IP address and mask pair, as shown below.

The following describes the Cisco IP address and mask pair prefix according to Cisco’s command
reference, “When the longer-prefixes keyword is included, the address and mask pair becomes the
prefix, and any address that matches that prefix is displayed.”

For more information, go to: http://www.cisco.com/en/US/docs/ios/12_2/iproute/command/reference/
Irfindp2. html#wp102251 1.

Adjacency Table || t¥Refresh ||

[F] show return

Refresh All Routes
Refresh Sp«ifil‘g Routes |
T g T

Refresh Network

Refresh routes for the IP Address and mask pair (prefix) spedfied below.

e

L

IP Address: “

Mask: |255.255.255.0
e.g., 255.255.255.0

Refresh Timeout Limit

Some refresh operations may take a long time due to one or more of the following factors:

*  The device has a very large routing table.

*  There is a very high load on the CPU running LiveNX.

*  The device is connected to LiveNX over a high-latency path.
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Note

If the route display refresh is not completed within 30 seconds, LiveNX will time out and show an error
message. If this happens, reduce the load by limiting the refresh operation to specific routes that match
the specified IP address and mask pair prefix, rather than refreshing all routes.

The refresh operation applies only to the display, and does not affect the device’s configuration or any of
the routes themselves.

Routing Adjacency

The Protocol tab displays neighbor adjacencies for the EIGRP and OSPF routing protocols. This infor-
mation is displayed visually on the system level topology within the Protocol sub tab and in table form
within the Adjacency Table. Adjacency information can be displayed with protocol filter information or
each type of data shown exclusively by using the Display drop down in the Protocol tab.

*!‘ {b / [.—A".' Q Q Reports | Routing Table = Adjacency Table | t¥Refresh

Next-Hop Protocol
[ pirect Ois-s [ Per User Static pdate
[V] M static (V] [l BGP [¥] [ Other
Display ;AII -1 [ ecre W rrr [l Default Route
[VI@ospF  [¥] [l Periodic Downloaded Static [~ | Destination
Routing e.0., 192.168.0.1 or 192.168.0.0/24
Adjacency

The adjacencies will show up as edges from router interface to adjacent router interface. In cases where
the interface of the adjacency cannot be determined the edge will show from the router itself and not
from any particular interface. The adjacency will be colored either green, orange or red. For the case of
OSPF, green indicates a FULL state, DOWN state is red and all other states such as INIT, ATTEMPT,
2WAY, LOADING, EXSTART, LOADING, EXCHANGE are in orange.

Adjacency (normal)
Adjacency (warning)
Adjacency (error)
2 @) VRF Applied

PER Applied
¢ Route Table Retrieval Error \

2 NoRoute Table Entry

A\ Routing Polling Disabled 1con I, B

D AQL Appiied ¥

S, Not configured | Gion
VLAN & ect

Next-Hop Routing

Next-Hop Routing provides a graphical representation of next-hop entries in route tables. This pro-
vides you with an easier means of understanding system-level routing across their networks.

A path in the Next-Hop visualization is a set of edges that describes the route from the source point to
the destination. Endpoints in the topology can be one of three types: interface, network, or node. A net-
work interface on a device loaded into the system can be the source or destination point of the routing
algorithm. An IP network connected to an interface loaded into the system can also be the source or
destination point of the routing algorithm. The third endpoint type, node, must be an IP address of a
node that is contained in a network loaded into the system. If the node address does not exist in a net-
work in the system, the node cannot be used as a source address; no routing will be performed in this
case. If the node is a destination, routing will progress to the last device in the system that can route the
packet, and the node will be represented by a “missing node” object.

To access Next-Hop Routing visualization, click on the Routing tab. Below the system topology toolbar,
select Next-Hop.

Routing Adjacency
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QoS | Flow” Routing | IPSLA | LAN |

m / L~ Q Q‘ Reports |RoufngTd:le ‘Adjaca'r:deie‘ ¥ Refresh |

Next-Hop | Protocol

Source Address ‘192-153- 1.0 ‘ [7] Show return route path
Destination Address * ‘ 192.168.1.33 ‘ [ Merge common edges
= Advanced Options
Merge threshold
[7] Show loops
Enable colors

Use the parameters below to set up Next-Hop Routing. Click Show Routes to execute Next-Hop Rout-

ing visualization, or click Clear to reset the view.

Parameter Description

Source address Originating (starting-point) router's IP address.
Destination address Target (ending-point) device or host IP address.
Show return route path Select the check box to draw the return route as another line.

Select the check box to combine common edges when Next-Hop routes are drawn. Unmerged
Merge common edges edges are only displayed if the check box is cleared; merged edges are only displayed if the
check box is selected.

Clear Removes drawn Next-Hop routes.
Show routes Draws the specified route.
Merge threshold Limits the number of drawn routes to merge.
Show loops Select the check box to draws routes.
Enable colors Select the check box to display drawn routes in colors, rather than in black.

Next-Hop Routing visualization in the system topology view is displayed as a bold, light purple-colored
line. If the destination address is not represented in the current set of network devices, as in the example

below, a new icon representing the destination device is created.
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Routing Device-Level View

The device-level view provides a graphical visualization of routes associated with a specific device. The
route paths and the interfaces, which route them are indicated by arrows. The directional arrows are
also color coded to indicate whether the route is a static route or derived from a particular routing pro-
tocol.

The upper portion of the screen shows the device’s route table in tabular format. You can also apply a
filter to display routes based on specific protocols and/or destinations.

File View Users QoS Flow Routing IPSLA LAN Tools Reporting Window Dev Help
Discover | Manage [Bexpand QS | Flon” Routing | PSLA | LAN |
L @, @ Enable poling | ] Menage Polcy Based Routing | 7 Fier Routes

Routing Table | Polcy: [ 1

+| | ¥Refresh Routes \Emmmmm VRF Name |Giobal v Showing 28 of 28 matching routes (28 total)
Defauit Next Hop | Routing Algorithm |Classless Lastupdated at 4/25/13 9:09 AM
53 Canddate Def... Protocol Network. Mask Next-Hop NextHoplnte.. AdmnDistance RouteMetic  LastUpdateTi... TypeofRoute
thermeto/0 Uninown 0000 0000 N0 0 .
% GigabitEtherneto/1 Static 1110 255.255.255.252 Nulo 0
% GigabitEthernet0/2 Direct 111163 255.255.255.255 Loopbackd o E|
D 4503145 1SS 111177 2 2 10.255.204.2 115 20 1wid 1SS Level 1
2609143 1515 111178 255,255,255,255 10.255.2043  GigabitEthernet... 115 2 wid 15115 Level 1
ACLENTHODE 515 111178 2 2 10.255.204.4 15 2 et 1515 Level 2
ASIPRRTR-TL Direct 2220 255.255.255.128 WVian900 o
2sr1001SRCS-50 Local 2221 255,255.255.255 Vian900 o
jslyntughint Drect 222163 255,255.255.255 Loopbacka00 0
EIGRe 2.22.177 2 2 10.255.204.177_ Tunnel300 0 27008000 64220 2
86°-P0D-178
H BGP-POD-179 E
 c2821-185
2921159 =

€2921SCOPE_1-16[IP Address: 192.168.1.185

€2921SCOPE_1-17
C65065COPE-155
cat2960SCOPE_1-14
at2960SCOPE_1-15
CC-COI-ARTRPIN
CC-COI-BRTRPIN
CC-SIPRAANRTR

) CCSPRRTRL
CCSPRICRTRPIN
CCVSE-RTRPIN
Cisco6509_140
CTRIRL o
CTRIRS = Adjacency (normal
Adjacency (warning)

EIGRP-POD-174 — Adacency (error)
EIGRP-POD-175 [ VRF Applied
EIGRP-POD-176 PBR Applied
extremedgsi-199 5 Route Table Retrieval Error
hp3500-194 73 No Route Table Entry
12320-167

ol A Routing Poling Disabled Icon

@ L2c2960SCOPE-AS-153 D A pgpied

2, Not configured
@ L23560SCOPEDS-150  ~ | [ ety ay
=
<« [m) r
S
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Note There is no interface-level view on the Routing tab. Clicking on an interface will bring up the device-
level view for the router associated with that interface.

Routing Table

In the routing topology home view, click on an individual device and then click on Routing Table in the
menu bar within the Routing tab to view the Routing Table specific to that device.

¥ Refresh Routes ‘ E Export Route Table ‘ Shawing 28 of 28 matching routes (28 total)
Default Next Hop ‘ Routing Algorithm |Classless Last updated at 4/25/13 9:09 AM
Candidate D... Protocol NetworT( Mask Next-Hop Next-Hop In... Admin Distance Route Metric  LastUpdate ... Type of Route
Unknown 0.0.0.0 0.0.0.0 Nullo 0 -
Static 1110 255.255.255.... Nullp 0 M
Direct 1.1.1.163 255.255.255.... Loopbackd 0
Is-Is 1.1.1.177 255.255.255.... 10.255.204.2  GigabitEthern... 115 20 1wid IS-IS Level 1
Is-Is 111178 255.255.255.... 10.255.204.3  GigabitEthern... 115 20 wid 1SS Level 1
1515 111179 255.255.255.... 10.255.204.4  GigabitEthern... 115 20 2wid IS-IS Level 2
Direct 2.2.20 255.255.255.... Viang00 0
Local 2221 255.255.255.... viansoo 0
Direct 2.2.2.163 255.255.255.... Loopback3d0 0
EIGRP 2.2.2.177 255.255.255.... 10.255.204.177 Tunnel900 90 27008000 6d22h
EIGRP 2.2.2.178 255.255.255.... 10.255.204.178 Tunnel900 90 27008000 6d2zh
EIGRP 2.2.2.178 255.255.255.... 10.255.204.179 Tunnel900 90 27008000 6d22h
Direct 10.255.204.0  255.255.255.... GigabitEthern... 0
Local 10.255.204.1  255.255.255.... GigabitEthern... 0 =
Direct 10.255.204.8  255.255.255.... GigabitEthern... 0
Local 10.255.204.9  255.255.255.... GigabitEthern... 0
Direct 10.255.204.128 255.255.255.... Tunnel200 0
Local 10.255.204.163 255.255.255.... Tunnel200 0
Static 172.16.15.0 255.255.255.0 192.168.1.1 1 0
Static 172.16.66.0 255.255.255.0 192.168.1.1 1 0

Adjacency Table

In the routing topology home view, click on the Adjacency Table in the menu bar within the Routing
tab to view all neighbor adjacencies. Tabs are available to see all neighbors or neighbor devices filtered

by routing protocol.
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Adjacency Neighbors: All Protoc

Export
Al Neighbors | EIGRP | OSPF | 1SS |

OSPF-POD-171

OSPF-POD-171

OSPF-POD-171

L2c35605COPE-DS-151
L2c35605COPE-DS-151
L2c35605COPE-DS-151
L2c35605COPE-DS-151
L2c3560SCOPE-DS-151
L2c35605COPE-DS-150
L2c35605COPE-DS-150
L2c35605COPE-DS-150
L2c35605COPE-DS-150
L2c35605COPE-DS-150

Device Interface Neighbor IP  Protocol
1386_Black_Core FastEthernet4 254.128.0.0 EIGRP
1386_Black_Core 10.54,201.2 OSPF
CTRTR3 172.16,13.10 OSPF
CC-SIPR-RTR-TL 192, 168. 100.2 OSPF
CT-RTR1 172.16,13.30 OSPF
EIGRP-POD-174 10.255,201.10 EIGRP
EIGRP-POD-174 10.255.201.1 EIGRP
EIGRP-POD-174 10.255.201.6 EIGRP

10.255.202. 10 OSPF

10.255,202.11 OSPF

10.255.202.1 OSPF

10.0.200.1  EIGRP
10.0.10.3 EIGRP
10.0.20.2 EIGRP
10.0.40.2 EIGRF
10.0.30.3 EIGRP
10.0.20.3 EIGRF
10.0.40.3 EIGRP
10.0.30.2 EIGRP
10.0.100.1  EIGRP
10.0.10.2 EIGRP

1811-13 192.168.1.240 EIGRP
1811-13 192.168.1.235 EIGRP
1A11-13 FastFtherpet1 3013172 FIGRP

LiveNX Policy-Based Routing (PBR)

For greater route control, LiveNX Routing allows you to create Policy-Based Routing (PBR) rules and

apply these rules to your devices.

What is Policy-Based Routing?

Policy-based routing is used to change the path that a flow with a specific destination address takes out
of the router. In the example below, the normal flow of VoIP traffic between the 2811 router and the

1841 router is shown:

1841 Router

Fa0 Fal

S (GLr SLEETEETEEET PEEEEE

2811 Router

In the following example, PBR will be applied to the 2811 router on the Fas0/0 interface, so that traffic
flows through the VLAN 1 interface rather than Fa0/1. The flow will also enter the 1841 router from the
VLAN 1 interface instead of Fal. This can be visualized using NetFlow displays for the 2811 and 1841

routers.

1841 Router

2811 Router

LiveNX Policy-Based Routing (PBR)
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Note The policy is applied at the ingress interface of the receiving router.

Policy-Based Routing Monitoring Configuration

LiveNX allows easy monitoring and configuration of routes using visual route mapping. From the
Routing menu, select Manage Policy-Based Routing to configure PBR.

PBR Monitoring

For monitoring, the software reads the PBR policies directly from the devices and provides statistics for
these policies. You can then use the LiveNX NetFlow module to troubleshoot PBR visually, using a flow-
based view of the effects of PBR on application flows coupled with statistics on the PBR policies and
underlying ACLs.

PBR Configuration

LiveNX also provides a complete PBR configuration solution in conjunction with its built-in ACL edi-
tor. Configuring PBR involves creating a route map consisting of a match to identify the incoming
packets on a particular interface, and the set actions to perform on these packets.

Click Manage Policy Based Routing to create, edit, and apply PBR on a device.

Manage Policy Based Routing - 4503-145.referentia.com (192.168.1.145) =

Route Map Route Map Entries

58 iorem s i
4 match: ip address ssh
5 set: default interface FastEthernetl Edit Route Map

Delete Route Map

Apply Route Map to Interface

{ I
[ )
[ Copy Route Map ]
{ l
[ )
{

Remove Route Map from Interface ‘

Save to Device l l Preview CLI l l Cancel

Creating a Route Map

Click Add Route Map on the Manage Policy Based Routing dialog box to access the route map editor
(Add/Edit Route Map). The top portion of the editor shows the series of entries, each entry consisting
of match commands and set commands.
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Add/Edit Route Ma 53
Add Route Map Name = =]
Create Match Command =2 Route Map Name: SSH
Match type: |Address TR s e
SRR Sequence Number Match Criteria Create Entry
teasialo — I
Enter a space-separated list
eg. "ACL_1ACL_2" Remove Entry
o]
Enter Match Parameters
Sequence Number 0
Create Match Command [= e = -
Match type: [Address +
o p Match Commands
Match [P Address
Add
Pr— — (]
Enter a space-separated kst Edt
eg. "ACL_1ACL_2"
Remove
Enter Set Parameters Set Commands
Creste Set Command = set: defaut interface FastEtheret1 R |
Settype: Default Interface - Edit
Set Default Interface [ Remove |
Interface Name |FastEthernet1 -
(I

Match Commands

The match commands determine how to match the packets, and the set commands determine the
actions to be performed. Match commands are typically created using a pre-defined ACL, which can be
constructed using the LiveNX ACL editor.

Set Commands

Set commands determine how the packet will be treated once it is identified. PBR provides a rich set of
actions to be performed, including altering the default routing behavior and changing ToS values. Mul-
tiple set commands can be added to perform multiple actions on the packets.

Preview CLI

Click Preview CLI on the Manage Policy-Based Routing dialog box to view the commands before they
are sent to the device.

Manage Bl Bapesd Rogting - $591- 145 refewerten com (392 3683 145) 5 Breom €11 -

Souteriap Boute Mas Evtres e
] ot s 54 st 10
& et © wobem wh Jeane matzh § wess
5 ool Celal rim e b ot St ] o Rote D et Sefn ke face Peperrety
Coo Ranse e
Deete Hae 0
ety Rovat Hap = e tecn
Remove Aoute Map from interface
/ e
|
. smemoene | [ meedan Carcat

Match Commands
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Policy-Based Routing Workflow

The following is an example workflow for configuring, monitoring, and adjusting PBR-based actions:
*  Create ACL for use with PBR.

*  Create PBR to be used.

*  Apply PBR to inbound interface.

*  Observe PBR and ACL statistics for proper matches.

*  Use Flow views to observe flow changes.

*  Adjust PBR for proper operation.

Livehchen - 1723667140 =R ]
Fle Veew Uiers QoS Flow Routing PSLA Took Repoding Mg
Do, | Mg [ i Q0% | Fom * mavang | BEA | ik
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e Rousng Taghe Pubcy fiased Sty ksl Sang and Forsardng

whirber [ forort e Man Staemtes
Avplec St Mage esse e sanrscn
e Sacken s [ -

& meaect fes G marerss

20008 1000024 | | 19204232
“x o g
1002024 | (17216265024 L 19204024

-
- o 172166711232 172.16.67.024
R cioz —r —
172.1666.024 | | 172.16.68.024
prees s 2 ———
1723030024 A ln\‘l;..uﬂ
| —— =
aon 2021-Demo-67_112 =
172.16.67.112
] ! 10.04.024 15203024
- -
24 g 19202074 1003132
3 = —~— om
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s
oﬁi Tocal
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Applying Policy-Based Routing
From the Manage Policy-Based Routing dialog box, click Apply Route Map to Interface to apply policies
to multiple interfaces.

To see how the PBR policies are applied to interfaces, change Route Map to Interface in the upper left
drop-down list on the Manage Policy-Based Routing dialog box.
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Manage Policy Based Routing - 4503-145.referentia.com (192168.1.145) [= Apply Route Map to Interface
Sedect it d
RouteMap ~ Route Map Entries ct a route map:
5T wrem s e
& match: ip address ssh
4 set: defouit interfoce FastEthernet1 Edit Route Map
[ oo ] S FasEthemezp
[ odewrowers ] (7] ® FastEthemet2/s
1
[[]® GigabitEthernet1/2
Apply Route Map to Interface pu
[ty e ot ] || 1 oo
[N Remove Route Map from Interface [7]® Port-channels 1
[[]® Port-channels2
| |[O® Locl
Manage Policy Based Routing - 4503-145.referentia.com (192.168.1.145) =]
Interface ~ Route Map Entries
© FastEthernetzjas | | ‘°‘°§"“€‘: s Add Route Map.
S FastEthe /45 <+ i ok Cancel
® F:;Em::::g% set: defgulentErfoce FastEtherett [ edtRouemap |
1 FastEthernet2/47 Copy Route Map
® FasiEthernet2/48 |} %J
-§ FasﬁmarnaM Delte Route Map
BE
® FastEthernet2/6
® FastEthernetz/7 Apply Route Map to Interface
®
© FastEtherneta/s
5@ Gigabitethemet1/1
& ssH
® GigabitEthernet1/2
S Loopbackd
S Nuld
T © Port<hamekso
& Port-channel6 1
® Port-channel62
S Vian1
% Vian100
% Vian1000
® Vlan101
® Vian102
® Vian1404 E
@ Vian1408
® Vian1410
® Vian1415
® Vian2s
S Vian3
S Viand
® Vians LY
S Local -~
Hep SavetoDevice | [ previewQl | [ Cancel

Monitoring Policy-Based Routing

The route map statistics shown below will provide the number of packets and bytes that are hitting that
particular policy map. These statistics can also be exported to a CSV file for further analysis.

1. Select the device or interface to be monitored.

2. On the Routing tab, click the Policy-Based Routing tab.
3. Click Refresh to update the statistics.
4

To save the statistics to a CSV file, click Export Route Map Statistics.

LiveNX Virtual Routing and Forwarding (VRF)

Virtual Routing and Forwarding (VRF) refers to a router’s capability to store more than one routing
table, which separates traffic in each VRF from all other traffic and the Global routing table traffic.
Thus, one physical router can serve as multiple routers, with all virtual routers’ traffic securely isolated
in virtual realms. This feature is only available for Cisco devices. LiveNX allows you to visualize and list
VRE routes by network device. Currently, LiveNX does not support PBR with VRF. View VRF data that
LiveNX parses in the routing tables by selecting the VRF Name from the drop-down list in the Route
Table toolbar. LiveNX automatically detects VRF tables.

Routing Table | Policy-Based Routing | Virtual Routing and Forwarding

¥ Refresh Routes D Export Route Table | VRF Name 1Gc:.t:.a.l -i

Global
Default Next Hop Routing mgmt\-’rf Bssless
-
Candid... Protocol Network Mask MNext-Hop
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Note Select Global to display the non-VRF, “normal” routing table; and the visualization of the device, its
interfaces, and their associated routes.

Select a VRF route table from the drop-down list on the Routing > Route Table tab in the device view.

In this example,

there is one mgmtVrf (VRF) tables and one Global (normal) table. LiveNX will display

the selected routing table in the top pane, and a graphical route map in the bottom pane.

-
LiveAction - 1721667140 o[
File View Uses QoS Flow Routing IPSLA Tools Reporting Help
Discover | Manage [3¥ Expand s (Fow, Foutno, [[ERSERTYIEAY
e Qe g | V7 Fiter Routes
| Routing Tabie |Polcy-Based Routing | Virtual Routing and Forwarding
@ 1941-WANG7_113 ¥ Refresh Routes | [l ExportRoute Table | VRF Name |Global_ ~ Showing 18 of 18 matching routes (18 total)
@ @ 2921Demo-67_111 ==
- sess Lastupdated 3t 8/17/12 3:46 PM
& @ 2921 0emo67112 Default Next Hop. Routngfmerrry s ipdat 317/1
Candd... Protocol Network wask Next-+op NextHop Interface  Admn Distance  Route Metric LastUpdateTime  Type of Route
@@ 7509143 Drect 2222 255.255.255.255 Loopbackd 0 A
& @ 215117 orect 10.255.0.0 255.255.255.0 Vani00 o 3
@ cal2960SCOPE_1-14 Drect 10.255.1.0 255.255.255.0 Vian101 0 ﬂ
§- @ catzos0SCOPE_1-15 Drect 10.255.2.0 255,255,255.0 Vian102 0
& @ cat3se0x-67_107 ospF 1. 20 10 3 10 2 EED
[ @ cat3s60x-67_114 Direct 1025525524 255.255.255.252 Port<hamneléd 0
@ @ cat375067_109 OsPF 10. 8 10. 3 110 2 3d1h
& @ Cisco6509_140 oser . 3 1 110 3 3130 i

& @) Foundry_FWS624-206
#- @ LZPODC2960SCOPE-152
(- @ LPODC29EOSCOPE-153
@ @ LZPODC3IS60SCOPE-150
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@ @ NOS-147

- @ SCOPE_c450357-210
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IP SLA Overview

LiveNX IP SLA is a technology module that makes Cisco IOS IP Service Level Agreement (SLA) opera-
tions easily accessible for generating synthetic network traffic to monitor latency, loss, jitter, and MOS
(for VoIP).

LiveNX SLA is part of the LiveNX software framework that enables network engineers at all experience
levels to perform advanced Cisco device operations quickly and easily on live networks. Its highly inter-
active graphical interface delivers the full functionality and flexibility of the device features without the
need to learn and use Cisco device command lines.

About Cisco IOS IP SLA

Cisco IOS IP SLA is a capability embedded in most devices that run Cisco IOS software. Its service-level
assurance metrics and methodology allows you to increase network reliability by verifying service guar-
antees with precise service-level assurance measurements. IP SLA can validate network performance,
proactively identify network issues, and simplify the deployment of new IP services.

Cisco 10S IP SLAs generate synthetic test traffic in a continuous, reliable, and predictable manner to
enable accurate measurement of network performance. This traffic can be sent across the network to
measure performance among multiple network locations or across multiple network paths. IP SLA uses
timestamp information to facilitate the calculation of performance metrics such as jitter, latency, net-
work and server response times, packet loss, and Mean Opinion Score (MOS).

Key Features and Benefits

Ease of Use

LiveNX makes Cisco IP SLA easy to use. An intuitive graphical interface replaces complicated command
lines, making on-the-fly test configuration and execution easy and understandable.

Improved Efficiency

Reduces time required for network deployment, maintenance, and training, while improving network
availability.

Built-In IP SLA Expertise

LiveNX IP SLA is based on Cisco best practices and an extensive knowledge base of Cisco IP SLA fea-
tures and functions.

Rich Visualizations

LiveNX provides graphical views of latency, loss, jitter, and MOS over IP SLA. It also displays real-time
topological views and test status, as well as test results plotted historically on a timeline.

Test Traffic Generation

Generates and sends synthetic test traffic from the router for measuring network performance. Enables
detailed editing of test configurations to simulate complex traffic patterns.

Interactive

Start, stop, and edit traffic tests in real time.

Non-Disruptive

LiveNX IP SLA is a software-based solution that requires no physical topology changes or service inter-
ruptions to install.
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Exceptional ROI

LiveNX QoS takes full advantage of existing Cisco device features, significantly reducing the need to
purchase separate test networks and hardware-based test equipment, including traffic generators, far
end-point probes, and analyzers.

Getting Started with LiveNX IP SLA

IP SLA Compatible Devices

The LiveNX IP SLA feature is capable of supporting Cisco devices that are IP SLA-enabled. The follow-
ing is a list of Cisco devices that support IP SLA. A voice image is required for some platforms.

*  Cisco 12000 Series Internet Routers

*  Cisco 7500 Series Routers

*  Cisco 7200 Series Routers

*  Cisco 7000 Series Routers

*  Cisco 6400 Series Broadband Aggregators

*  Cisco 3900 Series Integrated Services Routers

*  Cisco 3800 Series Integrated Services Routers

*  Cisco 3700 Series Multiservice Access Routers

*  Cisco 3600 Series Multiservice Platforms

*  Cisco 3200 Series Mobile Access Routers

*  Cisco 2900 Series Integrated Services Routers

*  Cisco 2800 Series Integrated Services Routers

*  Cisco 2600 Series Multiservice Platforms

*  Cisco 2500 Series Routers

*  Cisco 2000 Series Routers

*  Cisco MWR 1900 Series Mobile Access Routers

*  Cisco 1900 Series Integrated Services Routers

*  Cisco 1800 Series Integrated Services Routers

*  Cisco 1700 Series Access Routers

*  Cisco 1600 Series Routers

*  Cisco 1400 Series Routers

*  Cisco 1000 Series Routers

*  Cisco 800 Series Routers

*  Cisco Catalyst 6500 Series Switches

*  Cisco Catalyst 6000 Series Switches Module Switch Feature Card (MSFC)
*  Cisco Catalyst 6000 Series Switches (running IOS)

*  Cisco Catalyst 5000 Series Switches Router Switch Module (RSM)
*  Cisco Catalyst 5000 Series Switches Router Switch Feature Card (RSFC)
*  Cisco Catalyst 4200 Series Switches

*  Cisco Catalyst 4000 Series Switches (running IOS)
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*  Cisco Catalyst 3750 Series Switches
*  Cisco Catalyst 3560 Series Switches
*  Cisco Catalyst 3500 Series Switches

*  Cisco Catalyst 2900 Series Switches

Cisco I0S and Catalyst Operating System Version IP SLA Sup-
port

10S Routers

* IP SLA is available on all routing platforms, from the 800 series up to the 12000 series.

Catalyst Switches

* [P SLA is available for 2900, 3500, 3700, 4000 (SUP4), and 6000 (MSFC or MWAM) series Catalyst
switches.

* IP SLA isincluded in the IP feature set from 11.3 up to 12.2 and above.

*  The IP voice or upper feature set is required, starting with IOS release 12.3T and all of 12.4 and
above.

Network Device Considerations

For accurate time measurements, network devices must be synchronized with a common reference
clock. This can be accomplished by using Network Time Protocol (NTP) synchronization with an NTP
server, or by assigning one network device to function as a time master server.

The accuracy of one key latency metric that is directly linked to NTP is the LiveNX UDP, jitter, one-way
delay test operation. This IP SLA operation can test and report the one-way delay for both the out-
bound and return paths between two points on the network. Here, the data returned by IP SLAs will
depend directly on the engineering design, deployment, and accuracy of NTP in your networks.

CPU Usage

Normal scheduling of IP SLA allows for one operation at a time. If no start time is specified, the opera-
tion starts immediately. This is not a problem if a single operation is defined and activated manually by
an operator using the CLI. The situation changes with LiveNX if multiple operations are defined with-
out specific start times and the network device reboots.

For example, if 1,000 operations were defined for one device without staggered start times and a reboot
occurs, all of these operations would start instantly and simultaneously. This would result in a CPU
spike at the device and potentially a sudden burst of IP SLA test traffic in the network. Either of these
effects can have a negative impact on network efficiency and measurement accuracy.

Configuring LiveNX IP SLA

Below are examples of some generalized performance metrics recommended by Cisco for various types
of traffic:

Application or Maximum Maximum Maximum
Traffic Type Packet Loss One-Way Latency Jitter
Voice over IP 1% 120 ms 30 ms
Videoconferencing (two-way) 1% 200 ms 50 ms
Streaming (one-way) Video 2% 5 seconds N/A

Cisco 10S and Catalyst Operating System Version IP SLA Support
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Setup Quick Test Wizard

Network verification and testing can be set up quickly using the LiveNX IP SLA Setup Quick Test wiz-
ard. The quick test can be invoked by clicking the Quick Test or right clicking on the particular interface
you want to generate the IPSLA test stream from.

P: -,
P =
0 Fa1l

Ciscoi811
1721 r 1.11
nuig 24, 2082 9:48 AM
\ N
. 1N =

Setup Quick Test

Setup Responder
Manage System Tests

172.16.1.0724
-,
Interface: Cisco1811 - Vian1
| 1P SLA Ll 1™

Edit Device SetE:gs
Add or Remove Interfaces
Refresh Device
Remove Device
Device Tools »
Statistics »
View (']

1 Group Management »

The following example goes through setting up a test to measure jitter, latency, and loss between two

routers.

1. Inthe IP SLA tab toolbar, click Setup Quick Test to display the Setup Quick Test dialog box. If the
Log In Required window appears, you must log in with Admin or Full Config credentials.

'

Setup Quick Test

=)

Entry ID

Device | 1941-WAN-67_113

Test type

Tag (Optional)

Source address

Destination address®

(IP or host name)

Frequency 60

1
Path Echo -
Path Echo Test 123

FastEthernet/1/0 (172.16.67.113) )

10.0.2.1

Click on an interface to select its IP address.

seconds

Start test - run continuous

| savetoDevice ||  Cancel

]

L

4|

2.  Select the source router or switch from the Device drop-down list of available devices.
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The Entry ID number is filled in automatically. This is a unique number that identifies the test in
the Cisco router.

3. Select Test type. Options are DHCP, DNS, ICMP Echo, FTP, HTTP, Jitter, Video, UDP Echo, Path
Jitter, and Path Echo.

“Echo” refers to the receiving router sending back the data unchanged to the sending router, and
“jitter” indicates variations in delay times between multiple UDP Echo packets. “Path” refers to the
display of the path the test traffic will take through the network.

Path Echo and Path Jitter tests measure the time between sending and receiving acknowledgment
of user Datagram Protocol (UDP) Echo (port 7) packets. This is useful in determining round-trip
delay for programs using UDP to communicate over the network.

Video is a new test function also known as Medianet IPSLA Video Operation. This test type is
capable of generating synthetic Telepresence, IPTV and IP video surveillance traffic.

Enter the optional Tag value to use as the name, label, or description of the test.

Select the Source address from the dropdown list of interfaces. All existing interfaces for the device
should be listed.

6. Select the Destination address (IP address or hostname) by clicking on the desired destination
device interface in the IP SLA topology view.

File View Users QoS Flow Routing IPSLA Tools Reporting Help
Discover | Manage [} Expand QoS | Flow | Routing” IPSLA | LAN |

— T’%/D&~ @, @  Dashboard  Reports  Filter Tests | QuickTest TestStatus = Manage System Tests

[[] Standalone
- @ 1941-WAN-67_113
& @ 2921-Demo-67_111
@@ 2921-Demo-67_112
i @ 4503-145
@ @ 7609_143
@ @ cat2960SCOPE_1-14
- @ cat2960SCOPE_1-15
@ @ cat3560X-67_107
@ cat3se0x-67_114
@ @ cat3750-67_109
@@ Cisco6509_140

- @) Foundry_FWS624-206

- @ L2PODC2960SCOPE-152

@ L2PODC2960SCOPE-153

& @ L2PODC3560SCOPE-150

@ L2PODC3560SCOPE-151 Other
- @) NXOS-147 )\

@ @ SCOPE_c450357-210 _;'?1 PeIk | Local
2 Po101 10.255.255.20130 T Cisco6509_140

-,
¢ <K

30.30.10.5 172.16.67.179

= Normal

A\ TP SLA Polling Disabled Icon
D ACL Applied
[N, Not configured

=

10.255.255.28/30
»

U © Memory ©  Flowsuffer © [ Advisories ©

Jonathan: Full Config user | 02:16:20 PMHST

The IPSLA test will appear in the topology if
polling is enabled on both devices, and the
testis active.

7. Enable IP SLA polling for both devices by going to File > Mange Devices. Select the appropriate
check boxes in the Poll and IPSLA column. Polling must be enabled before IP SLA test results will
appear.
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8. To monitor this test, click Show Test Status in the IP SLA tab toolbar. This will bring up the Test
Status window that will show you statistics for latency, jitter, and loss.

The test will run continuously by default until ended.
Statistics will take one polling interval (default is 60 seconds) to refresh.

o5 | Fow | Roung” B | L |

[@.{‘5 /Db~ @ @ Dsshboad Reports FiterTests QuikTest TestStatus Manage System Tests

(") Averages @ RunTests v ' Stop Tests v|ManageTests |Emnrt

’ Q- Type here to filter tests | )

Al tests | DHCP | DNS | ICMP Echo | FTP | HTTP | Jitter | Video | UDP Echo | Path Jitter | Path Echo |

coocococeooo0oo0oOOOOOOOOEOOCOOO0O0OQRO0O0O0O00O

Status ID

Properties
GroupID  Type
Tag
13 2DNS Referentia DNS Server 2
14 2DNS Referentia DNS Server 2
15 Video
Video ChrisSysTestVid

1 Video ChrisVidTest
36 2DNS Referentia DNS Server 1
37 Video Chris Video from 109
38 2DNS Referentia DNS Server 1
39 2DNS Referentia DNS Server 1
40 2DNS Referentia DNS Server 1
41 2DNS Referentia DNS Server 1

1 Jitter

2 ICMP Echo

3 DHCP

4 Jitter Chris Jitter

5 Jitter

6 1DNS DNS Server 1

7 1DNS DNS Server 1

8 1DNS DNS Server 1

9 1DNS DNS Server 1
10 1DNS DNS Server 1
11 2DNS DNS Server 2
12 2DNS DNS Server 2
13 2DNS DNS Server 2
14 2DNS DNS Server 2
15 2DNS DNS Server 2
16 3 Jitter Realsys
17 3 Jitter Realsys
18 3 Jitter Realsys
19 3 Jitter Realsys

Device
cat3560X-67_107
cat3560X-67_107
cat3560X-67_107
cat3560X-67_107
cat3750-67_109
cat3750-67_109
cat3750-67_109
cat3750-67_109
cat3750-67_109
cat3750-67_109
cat3750-67_109
4503-145
4503-145
4503-145
4503-145
4503-145
4503-145
4503-145
4503-145
4503-145
4503-145
4503-145
4503-145
4503-145
4503-145
4503-145
4503-145
4503-145
4503-145
4503-145

Destination/URL
mail.google.com
mail.google.com
10.37.2.1
172.16.67.114
172.16.67.114
mail.google.com
192.0.2.25
mail.google.com
mail.google.com
mail.google.com
mail.google.com
192.168.1.143
192.168.1.143
10.102.102.1
10.10.0.1
192.168.1.145
mail.google.com
mail.google.com
mail.google.com
mail.google.com
mail.google.com
mail.google.com
mail.google.com
mail.google.com
mail.google.com
mail.google.com
192,168.1.33
192.168.1.33
192.168.1.35
192.168.1.35

Attempts

2,382¢

<«
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Additional detailed test information can be accessed by clicking on the originating router while in
the IP SLA view. This displays a set of graph for Latency, Jitter, Packet Loss and MOS scores as
shown below.

File View Users QoS Flow Routing IPSLA Tools Reporting Help
Discover | Manage (¥ Expand Qo5 | Flow | Routno” IPSLA | LAN
@ | stter State
- = =N )
= & Home 4503-145.referentia.com - Jitter 4503-145.referentia.com - Jtter
[0 standaione Latency 3 = Latency (ms) Jitter (ms)
29
@ 1941-WAN-67_113 Src-»Dst  Dst->Src  Src->Dst
E g ::g“"z—:ﬁ Sroost 20 Chris Jtter 0.00 0.00 X
emo:
| e r— e o
" ad 10
J605. 145 1w g Realsys 0.00 0.00 1.0
29215COPE_1-17 00 Realsys 0.00 0.00 o.
<at29606COPE_1-14 pafo 20 Realsys 0.00 0.00 o
Cat2960SCOPE_1-15 e Realsys 0.00 0.00 o
cat3560X67_107 o8 & Realsys 0.00 0.00 1
cat3560X67_114 09 Realsys 0.00 0.00 L
cat3750-67_109 03:31:66 PM 03:34:56 P 03:37:66 PM 03:40:56 PM 03:43:66 PM 03:46:66 PM Realsys 0.00 0.00 200
Cisco6509_140 Realsys 0.00 0.00 1.
) Foundry_FWS624-206 Jitter Realsys 0.00 0.00 1
LZPODC2960SCOPE-152 Realsys 0.00 0.00 1.
L2PODC2960SCOPE-153 SreoDst
L2PODC3560SCOPE-150 7 ‘*‘ 5
@ L2PODC3560SCOPE-151 ) =
@) Nxos-147 £
- @ SCOPE_C
- o
T i i £
0
3180 P 032450 Pt 033700 PM 04090 P 03:42:50 PM 034080 PM
Packet Loss
sro0st
20
ie
12 €
08 &
04
0o
DSt 20
ie
12 &
08 &
04
00
033108 P 03:345 P 035700 BM 034058 PM 03:43:50 PM 034058 PM
Mos
50
40
30 2
2
2 &
e (Name)
00
033140 P 033450 PM 033760 PM 034058 PM 00:43:50 PM 034050 PM
« [ v
PU @ Memory © | nnnﬂug_mo | jonathan: Ful Config user | 03:47:20 PMHST

9. By selecting the viewing mode, various different sets of graphs can be shown that are appropriate
for the test being run.

S LveActon-172266700

Fie View Users QoS Flow Routing PSLA Tooks Reporting Help
cover | Manoge [ xpend Qo5 | Fow |

4503-145.refe Jitter
Latency Video
i@ 1941-WAN-67_113
@9 2921-Demo-67_111
@ 2921-Demo-67_112
. 4503-145

Other

Sre->Dst

10

The IP address in the Destination/URL field can be changed to a user-defined value by the Edit IP
Mapping feature.

® () Averages @ RunTests + ) StopTests + | Manage Tests | Export Q- Type here to fiter tests ?
Alltests | DHCP | DNS | ICMP Echo | FTP | HTTP | Jitter | Video | UDP Echo | Path Jitter | Path Echo |
Properties
Status ID GroupID  Type Attempts Error
Tag Device Destination/URL
© 2 PathEcho 2 SCOPE_c450357-210 192.168.1.33 365 Success -
© 4 ICMP Echo SCOPE_c450357-210 192.168.1.179 367 Success
© 5 Video DELETE-ME SCOPE_c450357-210 172.16.67.109 365 Success
© 71 Jitter test 71 SCOPE_c450357-210 192.168.1.33 365 Success
® 1 ICMP Echo asr1001_SRCS_1-50 10,144 Timeout =
© 2 HTTP | asr1001 SRCS 1-50 10.14QDnSOuevaE.“ X
< m J »
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11. By selecting Tools > Edit IP Mappings described in /P Mapping on page 241, select Add and then
type in a user-defined Name and the desired IP Address. The new user-defined value is displayed in
the Destination/URL field.

ent () Averages @ RunTests v ' StopTests v | Manage Tests }Emt [Qv Type here to filter tests | ?

Altests | DHCP | DNS | 10WP Echo | FTP | HTTP | Jiter | Video | UDP Echo | Path Jiter | Path Echo |

Properties
Status ID GroupID  Type Attempts Error
Tag Device Destination/URL
© 2 PathEcho 2 SCOPE_c450357-210 Lab 367 Success -
5] 4 ICMP Echo SCOPE_c450357-210 192.168.1.179 369 Success
4] 5 Video DELETE-ME SCOPE_c450357-210 172.16.67.109 367 Success
(%] 71 Jitter test 71 SCOPE_c450357-210 Lab 367 Success
© 1 ICMP Echo asr1001_SRCS_1-50 10,146 Timeout =
© 2 HTTP 1 asr1001 SRCS 1-50 10.151Dns Ouervja.. s
< m »

Managing Tests

For extended test coverage and scheduling capability, access configuration options from the IP SLA
menu, or right-click on the network device from which the test will be started.

LiveAction - 172.16.67.1 lo][-ep- 3
File View Users QoS Flow Routing IPSLA Tools Reporting Help
Discover | Manage [ Expand Qos | Flow | Routino” 1P SLA | LAN |
ng | Jtter ~ | state | (@
54 Home 2921-Demo-67_111.referentia.com - Jitter 2921-Demo-67_111.referentia.com - Jitter
[0 standalone Latency o - Latency (ms) Jitter (ms)
o @ 1941-WAN-67_113 Src->Dst  Dst->Src  Src->Dst.
||_o O -
B 2921-Denf Device: 2921-Demo-67_111.referentia.com f:
- @ 4503-145| QoS » (.
@ 7609_14: Flow » 05
3 €29215C¢ 00
@ cat29605 Routing » 2
@ cat2960s Psia »||v.| EnableIP SLA Polling g
@ cat3560x; 05
LAN » Setup Quick Test 05
& €at3se0n M 04:56:57 PM 04:59:57 PM
@ @ cat3750  Edit Device Settings Manage Tests N
@@ CiscobS03  Add or Remove Interfaces Setup Responder
- @) Foundry_|
@ Lpopes] | Refresh Device Manage System Tests
@ @LPoncg  Remove Device
)@ L2PODC3! Device Tools » " ] m ,
- @ L2PODC3! = 10 g
& @ oS 14 Statistics » e
& SCOPE _c: View » 00
20
Group Management » 18
12 2
08 E
5
04:4457 P 044757 M 045057 M 045357 M 0450:57 P 045057 P
Packet Loss
Srebst
20
15
12 g
08 &
04
00
Dsosre "
12 &
08 B
o
04:4457 P11 044757 M 04:50:57 M 045357 M 04:58:57 P 045057 Mt
MOs
50
0
0 2
5
20 @
e (Name)
00 (Description)
044457 P oss787 P 045057 P 045367 Pt 045057 P 045357 Pt ‘
< g ’
o © mnwmmosmo\ Jonathan: Full Config user | 05:00:26 PMHST

The manage test window allows you to create, delete, copy and group tests. The main window is shown
below.
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anage Tests - ©
o~ Add Test == Remove Test L[| Copy Test | qp Add Group == Remove Group @ Schedule Now '~ Remove Schedule
1
o} Start Tme  Type Entry ID 2 Entry type Jitter
: ) e
36 ICMP Echo Ovwner
37 ICMP Echo \
38 ICMP Echo o
-39 ICMP Echo ‘
~40 ICMP Echo
41 HTTP Destination address™
42 HTTP 172.16.17.1
43 HTTP Destination port™
44 HTTP ‘5003
45 HTTP
46 HTTP Source address
47 HTTP 172.16.18.2
48 HTTP Codec
49 HTTP [ )
50 HTTP Codec type |G7294 -
i B4 now 7 Advantage factor | 04| (0-20)
| & ‘L" 12 HTTP Number of packets | 1,000 4/ (1-60,000 packets)
i Wl S now
i 17 HTTP Number of bytes 32 4 (16-1,500 bytes)
26 o Interval 20 14| (1-60,000 miliseconds)
i ~51 ICMP Echo
=Rk now Schedule
52 Jicker L Start Time ‘now - ]
: 53 Jitker £ -
| Bs oW Life Forever
| HTTP |(1-2,147,483,647 seconds)
=) =g Tests
Jitter Age Out ‘ (1-2,073,600 seconds. Blank for indefinite)
[ Recurring @
Jitker |
: o il
-5 now ICMP Echo -
Save to Device Preview CLI Close

Adding a new test is done by clicking Add Test, which brings up a dialog with basic test parameters.

Add new IP SLA test ——3) = Remove Test ([} Copy Test | & Add Group == Remove Group @ SchedueNow @ Remove Schedule
e
D ~—sta - EatruIn & .
47 Group Schedules P2 J Parameter selection will
B4 1 r vary ing on type of
Entry ID |84 Test type DHCP - M
6 = ‘ | esthee ] test selected
7 Owner | |
¢ o | |
]
‘10
B2 oree
o1 Destination address™
2 Source address [ ]
13
14 Circuit ID [ ¢
15 Remote ID [ I
B ; Subnet mask 255 . 255 . 2% . 0
7
B
19
2 il
21 Blank for indefinite)
2
2 (]
2
25
2%
27
2
)
31
2
» o
34

Once a test is created, it can be edited using either the basic or advanced mode. Click Basic Mode or
Advanced Mode to toggle between basic and advanced configuration modes. Parameters edited in one
mode will persist in the other mode; validation is also enforced in both modes. In Basic Mode, required
fields are denoted with an asterisk (*).
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Save to Device and Preview CLI are enabled when changes have been made and all changes are valid.
View Errors will be enabled if there are any validation errors. Click View Errors to display a list of all

€rrors.

Refer to the Cisco reference manual for descriptions of all Path Echo configuration parameters.

- -t =|
< AddTest m RemoveTest ) Coy Test | € Add G == Remove Gio. @ schedieon ® Renove schedie 4 AddTest i Remove Test L) Copy Test | £ Add e e e e © schedeton ® Remove Schecie
D - StartTime  Type EntryID 3 Entry type IOWP Echo. n - StartTme  Type EntyID |3 Entry type IOWP Echo.

) Group Schedules 7] Group Schedudes: S General Properties
o Eyrests E= - e ey B
ProtscaType o
Cl now. Path Jtter T E) now Path tter Owner
s
) awers
[—— @ Test properties
16105 Destraton Addess e
—— Sorce Adress 0ot
e TrxRY Sorce intrce <one>
Nmber ofoyes Bbyies
iefxe oo o o —
Nober ofbyes Vetiyoon B
25741 @16 03byes) Fours of stts Kest 2haurs
P Dstofsats ket L devintons
sutsDstnteval 2 miseconds
£ [ -] ves of Hstary Kept oes
e Ororever Budeskept tsbudets
\ [ESr— ey N
et maseconds
sgeout [ (12073500 sconda, Bk for i) s o e
p— o Ervanced atery [&]
Enhanced Hstoy Interval 00 seconds
Ernnced Hatery ket o0 budets
Tos
(hame)
esoper)
B Soevooee ][ Presmcy

In the system topology view, Path Echo test results are displayed in visual form, delivering rich context
for instant understanding. Colored icons indicate operating success or failure status quickly and easily

for each test.

Id: 758095833
Type: Path Discovered Echo

Tag: Tester A: Path Test Series 121
Error: none

- L TRTY B N
4 192.168.2.117 "W
™
. m
I v
Aesal

Advanced Test Scheduling

Advanced Test Scheduling

Scheduling had been enhanced, allowing you to better control when tests are run:
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Manage Tests - c1811-13.referentia.com (192.168.1.13) (==
op Add Test == Remove Test 0 Copy Test | o Add Group &= Remove Group @ Schedule Now Remove Schedule
1
(] Start Time Type Entry ID |1 Entry type Group Schedule
=I-1.- Group Schedules Group Schedule ()
6 ICMP Echa Schedule Period* |60 (1-604,B800 seconds)
7 ICMP Echo
= 2 Frequency []Range
8 HTTP 60 o {1-604,300 seconds)
E-{a 3 now
=-{ 4 now Start Time now -
12 HTTP
345 now Life [ Forever
H 17 HTTR (1-2,147,483,647 seconds)
= 6 now
51 ICMP Echo Age Out (1-2,073,600 seconds. Blank for indefinite)
=R now
52 Jitt
f & * Required Field
53 Jitter
= ‘Lﬁ Tests
1 Jitter
2 now Jitter
3 now Jitter
4 now Jitter
5 now ICMP Echo
Advanced Mode

Start time — you can now configure tests to run now, on a specified date, at a specified time, or after a
specified period of time elapses.

Frequency — the amount of time after which each IP SLA operation is restarted.

Life — the amount of time the test actively collects information. You can configure tests to run forever,
or for a specified duration

Age Out — the amount of time to keep the test in memory when it is not actively collecting information.
You can set data to expire after a specified time.

Test Groups

Groups are now available to help you schedule multiple tests quickly and easily. Click the Add Group
button to create a new group. The New Group dialog will appear, allowing you to configure the group’s
schedule. After creating the group, you can edit the configuration by selecting the group in the tree
view. The group’s schedule configuration will appear in the right-hand section of the dialog. Click the
Add Test button to add a new test to the selected group, or drag-and-drop existing tests into the group.
Click the Remove Schedule button (or right-click a group and select Remove Schedule) to prevent the
group’s tests from running. Click the Remove Group button (or right-click a group and select Remove
Group) to remove the group. Any tests in the removed group will still be available under the Tests item
in the tree view.

IP SLA System Tests

The IP SLA System Test feature allows you to quickly setup multiple IP SLA tests on systems of devices.
You can use this feature to test remote office connections, cloud-based service connections, or any other
scenario where you want to manage multiple IP SLA tests.
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Note IP SLA System Tests are a collection of individual tests defined and managed by LiveNX—the routers
running the tests are not aware of the tests running on other devices.

IP SLA System Tests <=

Add Test == Remove Test ” Edit Test By Copy Test

Mame Type Description

Application: HTTP Applications Hub and Spoke, Hub to Spoke;
realtime: telepresence Realtime Services Hub and Spoke, Bi-directional; :
realtime: jitter Realtime Services Hub and Spoke, Bi-directional;

Managing IP SLA System Tests

The “IP SLA System Tests” dialog is used to manage the IP SLA system tests—adding, removing, editing
and copying tests can be performed in this dialog. The IP SLA System Tests dialog can be accessed from
the following places using the “Manage IP SLA System Tests” menu item:

The IP SLA main menu
Device right-click pop-up menu in the IP SLA system topology view
The IP SLA submenu in the device tree right-click pop-up menu

The IP SLA system topology view toolbar

Add Test

The “Add Test” button starts the “IP SLA System Test Creation” wizard.
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IP SLA Systern Test Creation Wizard
Steps Select System Test Type
1. Select System Test Select the type of system test to create:
Type

. Select Network Topology

2. System Test Name T ———————————
3. Select IP SLA Test Types Realtime Services

4 Applications

5

. Select Test Source and
Destinations

6. Schedule the System Test

7. ConFirmn System Test
Settings

8. Configuration Results

Select System Test Type

Two types of IP SLA system tests can be set up: Real-time Services and Applications. Each type of sys-
tem test provides different options for the types of IP SLA tests that can be run and the network topolo-
gies that can be used.

System Test Name
Step 2 allows you to specify a name for the IP SLA system test. When individual IP SLA tests are config-

ured on the devices, this name will also be used in the IP SLA test tag field.

Select IP SLA Test Types

Different system tests allow for different IP SLA test types. For each test type, a specified number of test
instances can be set up. All test instances will use the same settings with the exception of tests that use
port numbers. For those tests, an attempt can be made to use unique port numbers for each test
instance. LiveNX will attempt to use select ports from the range defined in this step—the default port
range is 5000 to 50000. The wizard will attempt to detect already used ports by looking at all of the
other IP SLA tests configured on the devices. The wizard is not currently capable of detecting ports used
by the devices that are not specified in configured IP SLA tests, such as a device Web server.

Real-time Services Test
*  Jitter
*  Video

Applications Test
* DHCP
+ DNS

Managing IP SLA System Tests
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Note

* ICMP Echo
* FTP
e HTTP

Select Network Topology

This step allows you to select the network topology used in the tests.

Mesh: All connections are bidirectional between devices

Hub and Spoke: Options to use bidirectional, hub to spoke, and spoke to hub connections

With application system tests, only “Hub and Spoke” with hub to spoke connections is available.

Select Test Source and Destinations
Depending on the system test type and topology, different device selection options will be available:
Real-time Services with Mesh Topology: Selection of all devices to be used in the test

Real-time Services with Hub and Spoke Topology: Selection of a single hub device and one or more
spoke devices

Application (only Hub and Spoke are supported): Selection of one or more hub devices. The spokes are
determined by the destinations specified when the IP SLA test types are selected.

Al TP SLA capable devices specified as destinations for the real-time tests will be set up as an IP SLA
responder and that setting will not be removed when the IP SLA system test is removed.

Schedule the System Test

This step allows you to schedule when IP SLA system tests will run. The following options can be con-
figured:

Start Time — you can now configure tests to run now, on a specified date, at a specified time, or after a
specified period of time elapses.

Frequency — the amount of time after which each IP SLA operation is restarted.

Life — the amount of time the test actively collects information. You can configure tests to run non-stop,
or for a specified duration.

Age Out — the amount of time to keep the test in memory when it is not actively collecting information.
You can set data to expire after a specified time.

IP SLA System Tests do not support the frequency range setting, because the same settings should be
used for all devices participating in the IP SLA system tests and some older devices/IOSs do not support
the frequency setting.

Confirm System Test Settings

On this step, the device configs are reloaded so LiveNX can determine how the IP SLA tests should be
configured on the devices. A summary of the IP SLA system test settings is shown, including which port
numbers will be used.

*  Clicking the Preview CLI button displays commands that will be sent to the devices to configure
the IP SLA system tests.

*  Clicking the View Errors button will show any errors that occurred while loading a device config.

*  Real-time services tests, the Fine Tune button allows you to manually override port number values.

Managing IP SLA System Tests
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Note

Note

Configuration Results

This step shows a list of devices that are part of the IP SLA system test. Successfully configured devices
will have a green icon next to them and red icons will appear next to devices where a configuration
problem occurred.

The View Errors button is used to view the errors that occurred. After clicking Finish, the IP SLA system
test is saved in the application.

Remove Test

Clicking the Remove Test button displays the Remove IP SLA System Test dialog. When the dialog box
opens, the config models of all of the devices will be reloaded to confirm which commands need to be
sent to the devices. A gray icon indicates a successful read. A red icon indicates an error.

Clicking the Preview CLI button displays the commands that will be used to remove the system tests.
When reading the config models, a gray icon indicates a successful read and red indicates an error. Any
errors that occur can be viewed using the View Errors button.

Clicking the OK button removes the IP SLA tests from the devices. If any configuration errors occur
when removing tests, they will appear in a new dialog box. The Cancel button cancels the removal and
closes the dialog box.

Multiple tests can be selected for removal.

Edit Test

Clicking the Edit Test button opens the wizard and allows you to edit the system test.

When editing a test, the test type cannot be changed.

Copy Test

Clicking Copy Test opens the IP SLA System Test Creation Wizard pre-populated with the settings of
the selected test. The name of the test copy is automatically modified to avoid conflicts with the origi-
nal.
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LAN Overview

LiveNX LAN is a technology module that provides real-time layer 2 visualizations for networks, includ-
ing trunk interfaces, port channels, VLAN associations, spanning tree connections, and bandwidth per-
centages.

Key Features and Benefits

Network Visualization

VLAN trunk, port channel names
VLAN associations within a device

VLAN highlighting through a network

Input/Output bandwidth of each VLAN switch virtual interface and trunk port

Spanning tree root bridges * Spanning tree forwarding, listening/learning, and blocking

connections

Find IP/MAC

Real-Time Monitoring

Getting Started With LiveNX LAN

The setup is the same as the other LiveNX technologies.

Trunk and access bandwidth information through network polling

Layer 2 QoS statistics including CoS, DSCP, and IP precedence

Dropped packets, interface and spanning tree topology change warnings through network polling

at the VLAN level

Network Visualization

The following image is a representative sample of devices and the additional trunks, port channels,
spanning tree bridge, spanning tree connections and VLANSs visible with the LAN technology in the
System View.
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LAN related icons visible in the System View of every technology tab are listed below:
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10.3.2 Trunk Port

Po4

10.3.3 VLAN Switch
Virtual
Interface

VI201

10.3.4 VLAN

VI101

10.3.5 VLAN (no
access ports)

VI300

10.3.6 Other VLANs

Other VLANs

The icon with the “T” signifies a Trunk Port on a device. In this example, the name of the
interface is Port-channel 4 (Po4).

e Adashed line indicates which VLANs the port is trunking. Note that these dashed lines
are only shown on the LAN tab since there could be many of these lines which adds
additional overhead in rendering. A solid line indicates that a port is connected to
another port or trunk port. The width of the solid lines indicate the relative bandwidth of
the link; the wider the line, the larger the bandwidth of that link.

e Other interfaces may be labeled as Fa (Fast Ethernet) or Gi (Gigabit Ethernet).

e As with other LiveNX technologies, real-time input bandwidth is shown in the top half
and real-time output bandwidth is shown in the bottom half.

e Tool tips (rolling over icon) provide additional information: Name, IP address, Type,
Descr., Input Policy, Output Policy, Input ACL, Output ACL.

The round icon with the VI designation signifies a VLAN switch virtual interface (SVI) with an
IP address. In this example, the name of the interface is VI201 (VLAN interface 201).

e Dashed lines (LAN tab only) describe associations between the particular VLAN and its
trunk port.

e As with other LiveNX technologies, real-time input bandwidth is shown in the top half
and real-time output bandwidth is shown in the bottom half.

e Tool tips (rolling over the icon) provide additional information: Name, VLAN Name, IP
address, Type, Description, Input Policy, Output Policy, Input ACL, Output ACL, Input BW,
Output BW.

The square icon signifies a non-SVI VLAN on a device. In this example, the name of the VLAN is
VI101 (VLAN interface 101).

e Dashed lines (LAN tab only) describe associations between the particular VLAN and its
trunk port.Tool tips (rolling over icon) provide additional information: Name, VLAN
Name, Type, Description, Input BW and Output BW.

The square icon with dashes instead of displayed BW values signifies VLANs with no access
ports.

This gray square icon signifies all remaining (those not selected in the device wizard) non-SVI
VLANSs over the up to 25 VLANSs selected for display in the device wizard.

VLAN List in the System Hierarchy View

Only SVI VLANSs are visible individually in the System Hierarchy view. All selected non-SVI VLANs
(i.e. VLANS selected in the device wizard) are aggregated into a node named “VLANS.” Click on the +
sign to the left of the device name to expand the interface and VLAN names. Roll over the VLAN name
to display tooltips describing details about the VLAN. Similar to interfaces, VLAN congestion indica-
tors will display in both the topology view and in the system hierarchy view, and represent the conges-
tion state of all the represented VLANS.
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Fig. 10-2: Expanded System Hierarchy View with VLANs

VLANSs in the Add Device Process

During the Add Device process, LiveNX allows user-selection of the VLANs to display in the topology
view. VLANS listed here are Layer 2 related VLANs and are not Interface VLANs, which are selectable in
the Select Interfaces step in the wizard. VLANSs not associated with at least one access port will not be
included for selection. At most 25 VLAN s can be selected for display. The LiveNX default automatically
selects the first 5 VLANs during the Add Device process.
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Edit Cisco - cat?960SCOPE_1-15 (192.168.1.15) [
Steps Select VLANs
1. Device Connection Select the VLANs you want to monitor on this device (maximum 25 VLANs).
Information
2. CLI Settings (Configuring) Selected VLAN Description
3. CLI Settings (Monitoring) [ 5 Video
4. Select Interfaces 10 CLSVLAN10
20 VLANOD20
5. Select VLANs 22 VLAND022
6. Select Features 30 VLANOO30
) 40 VLAN0040
7. Enable Polling B o Voice
8. Review Configuration [} 50 VLANOO50
9. Device Updated ] 60 VLANO0&0
[ 61 VLAN0O61
| 111 VLANO111
[ 999 VLAND999

VLAN Highlighting Through a Network:

Use the Selected VLAN: drop-down menu to select any available VLAN index in the entire system
topology. The VLAN will be highlighted in the system view.

The specific VLAN is highlighted as it traverses through the network.

File View Users QoS Flow Routing IPSLA Tools Reporting Window Dev Help

[l /B & Q) reports | selectea van: [T ~ @ Find WAN | show VAN Paths - | Find Pac

I
Use the Selected VLAN: drop-down menu to select any available VLAN index in the entire system
topology. The VLAN will be highlighted in the system view.

The specific VLAN is highlighted as it traverses through the network.
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Use the Find VLAN button to search by either VLAN Index or VLAN name. To find a VLAN, either
type in the VLAN index or the VLAN name to highlight the VLAN. Typing in partial names will pro-

vide a list of all VLAN’s containing that string of characters.

Select a VLAN to display itin the LAN tab system topology:
Q.- VLAN3]|

1

VLAN Index

& 30
& 31
& 300
& 350
3 369

Name(s)
USER30, Vlan30
Vlan31

Test, Vlan300
Testing, Vlan350
Vian369

Clicking on the “+” to the left of the VLAN index displays a list of devices that the VLAN is configured

on.
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@, Find VLAN =B %

Select a VLAN to display it in the LAN tab system topology:

VLAN3
1
VLAN Index Name(s)
= 30 USER30, Vlan30
@ 7509_143.referentia.com Vian30
| @ cat2960SCOPE_1-14 Vlan30
@ cat2960SCOPE_1-15 Vlan30
@ Cisco6509_140.referentia.com Vian30

@ L2PODCc2960SCOPE-152.referentia.com  USER30

@ L2PODCc2960SCOPE-153.referentia.com  USER30

@ L2PODc3560SCOPE-150.referentia.com USER30, Vlan30
@ L2PODC35605COPE-151.referentia.com USER30, Vlan30
@ SCOPE_c450357-210.referentia.com Vian30

@ Switch-180.referentia.com Vlan30
+ 31 Vlan31
+ 300 Test, Vlan300
+ 350 Testing, Vlan350
* 369 Vlan369
—

*  All, VLAN Index or Name(s): Desired values include both of the table columns, only the VLAN
Index column or only the Name(s) column. Default is All.

*  Case Sensitive or Case Insensitive: Desired values are either Case Sensitive or Case Insensitive.
Default is Case Insensitive.

¢ Use Wild Cards or Use Regular Expression: Selecting Use Wild Cards and then typing *x will filter
all entries in the desired column containing an x. Selecting Use Wild Cards and then typing ??x will
filter all entries in the desired column where the third character is an x. Selecting Use Regular
Expression and then typing x will filter all entries in the desired column containing the string x.
Both are defaulted off.

*  Match from Start, Match Exactly, Match Anywhere: The filter will display all column entries that
match from the start, that match exactly, or that match anywhere within that column’s value.
Default is Match anywhere.

*  Keep Parent Row If Any of the Children Match, Keep the Children If Any of the Ancestors Match:
Unselecting Keep Parent Row If Any of the Children Match will filter out the parent row if the
parent does not match the contents of the sort criteria. Unselecting Keep the Children If Any of the
Ancestors Match will filter out the children if none of the children match the contents of the sort
criteria. Default is both options are enabled.

To hide the dashed VLAN association links, right click on a device then click on LAN > Show VLAN
Association Links to uncheck the option. The default is Show VLAN Association Links = enabled.
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Spanning Tree Highlighting Through a Network

LiveNX provides the ability to highlight spanning tree information in the system view.

In the LAN tool bar, select the desired VLAN and then use the drop-down to select Show Spanning
Tree. The topology highlights the spanning tree connections and root bridge per VLAN and shows
spanning tree topology changes as they occur (how fast the changes are detected is dependent on the
LAN polling settings).

The image below depicts the root bridge, three forwarding connections and two blocking connections.
The arrows indicate the path to the root bridge where the base of the connection represents either a
blocked or root port and the head of the arrow points to a designated port. The arrows will be drawn to
or from the middle of a device if the spanning tree port is not visible in the topology. Spanning tree
devices not added into LiveNX will be shown using its bridge ID. Tooltips are available by hovering over
the desired device providing additional spanning tree information including spanning tree bridge ID,
root bridge, and root, designated, and blocked ports. Tooltips are also available by hovering over the
desired spanning tree connection to see connection state information.
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Select Show VLAN Paths & Spanning Tree to highlight both in the System View. The Spanning Tree

information will be overlaid on the VLAN path.
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Real-time Monitoring

LiveNX provides the capability to display real-time trunk and access port statistics for a given VLAN on

a device.

Use the VLAN drop-down to list the trunk and access ports associated with the VLAN. Selecting an
individual VLAN in the System Hierarchy or clicking on the VLAN in the topology view automatically

selects the VLAN in the drop-down. The default selection is All

The alert indicator in the first column of each row describes the trunk and access port health; the alert

colors are the same as the topology view legend.

Click on the desired device in the LAN tab to display the statistics.
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fle View Users QoS Flow fouting PSUA Teok Repoting Wndow Oev Hep
Dlscrer | Harage. [ B Qs | Fow | Reusng | BRA” Lan
@ tratiepoarg

Tk ors

The statistics are separated into Trunk Ports and Access Ports. Both tables display Interface, Trust,
Input Bandwidth (Kbps), Output Bandwidth (Kbps), Interface Drop, Connected Device and Con-
nected Interface.

*  Interface Name: Interface associated with the desired device.

*  Trust: Class of Service (CoS), Differentiated Services Code Point (DSCP), IP Precedence
(Precedence) or none (untrusted).

* Input Bandwidth: Input bandwidth for that interface. « Output Bandwidth: Output bandwidth for
that interface.

* Interface Drop: Alert indicator with Green for Normal, Yellow for Drops, Red for Warning, Gray
for Down and Blue for All Polling Disabled.

*  Connected Device: Device connected to the Interface. « Connected Interface: Interface name of the
connected device.

Right-clicking on the text in a table entry provides two options: Show Interface Details and Export
Data.

*  Show Interface Details — LiveNX displays two boxes: show interface and show policy-map.

*  Show interface port provides packet statistics at the last polling interval. The Refresh button will
update the stats based on the most current polling interval.

*  Show policy-map provides packet statistics for all classes for the service policies defined at the last
polling interval. The Refresh button will update the stats based on the most current polling
interval. Export Data brings up a dialog box to allow you to save the contents of the Layer 2
statistics table into a CSV (comma separated value) formatted text file.
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View Interface Details for Port-channel2 E

View the interface status and the packet statistics for all dasses configured for the service policies on interface Port-channel2
show interface Port-channel2

Port-channel2 is up, line protocol is up (connected) &
Hardware is EtherChannel, address is 2c36.f2884.3f84 (bia 2c36.f884.3f84)
Description: c35605COPE-150 Po2
MIU 1500 bytes, BW 200000 Kbit, DLY 100 usec,

reliability 255/255, txload 1/255, rxload 1/255
Encapsulation ARPA, loopback not set
Keepalive set (10 sec)
Full-duplex, 100Mb/s, link type is auto, media type is unknown
input flow-control is off, output flow-control is unsupported
Members in this channel: Fa0/3 Fa0/4
ARP type: ARPA, ARP Timeout 04:00:00
Last input 00:00:00, output 00:00:01, output hang never
Last clearing of "show interface™ counters never
Input queue: 0/75/0/0 (size/max/drops/flushes); Total output drops: 0

£i 5

m

show policy-map interface Port-channel2

show policy-map interface Port-channel2

% Invalid input detected at '~' marker.

Click on the Show Layer 2 QoS button to display Layer 2 QoS statistics in tabular form.

Layer 2 QoS Statistics - Cisco6509_140.referentia.com =5

Filter: [Interfaces with queue drops -

Interface Name | Port Type Trust Direction Queue Threshold Total Dropped Packets. Drop Rate (KD‘S) COS-Map DSCP Range:
(GigabitEthernets/1 Trunk Outbound 2 2 933 )

FastEthernet1/1 Trurk cos Outbound 2 2 52 0 467 2,4,%
FastEthernet1/1 Trunk CoS Outbound 1 1 3.6M o 0,8
(GigabitEthernet4/11 Trunk pscP Inbound 1 1 438K ) 01234567 063
(GigabitEthernetd/16 Outbound 1 1 97 0
[FastEthernet1/1 Trunk Cos Outbound 2 1 36 o 5 40
(GigabitEthernet4/2. Outbound 1 1 16.9M o
FastEthernet1/2 Trunk CoS Outbound 2 1 141K o 5 40
FastEthemet1/2 Tk Cos Outbound 1 1 74K 0 01 0,8
GigabitEthernet4/11 Trunk DscP Outbound 1 1 57M ] 01 0-15
GigabitEthernet4/2. Outbound 2 2

256 2
Export Data

“Note: available for 7200
'DSCP Legend: O(BE), 8(CS1), 16(CS2), 24(CS3), 32(CS4), 40(CSS), 48(CS6), S6(CS), 10(AF11), 12(AF12), 14(AF 13), 18(AF21), 20(AF22), 22(AF23), 26(AF31), 28(AF32), 30(AF33), 34(AF41), 36(AF42), 38(A43), 46(EF)

The Layer 2 QoS Statistics table lists all interfaces and its QoS statistics. The table can be filtered using
four fields. Each can be enabled on or off independently from the other. The default filter is Interface
with queue drops = Enabled.

* Interface with queue drops — Displays all interfaces where the Total Dropped field is > 0.
*  Priority queue stats — Displays all interfaces with COS-Map = 5.

* Inbound queues — Displays all interfaces with the Direction = Inbound.

*  Outbound queues — Displays all interfaces with the Direction = Outbound.

Export Data brings up a dialog box allowing you to save the contents of Layer 2 QoS Statistics into a .csv
(comma separated value) format.
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Find IP and MAC addresses

LiveNX can attempt to find IP and MAC addresses within the system using information obtained from
polling the MAC address forwarding, and MAC address and ARP tables in the SNMP MIB on the
devices. This information is polled every 15 minutes. Click on Find IP/MAC in the toolbar of the topol-
ogy view or on LAN > Find IP/MAC in the LiveNX Client main menu. For this feature to work, LAN
polling must be enabled for all devices of interest.

File View Users QoS Flow Routing IPSLA Tools Reporting Window Dev Help
Discover ‘Ma\age [E¥ Expand QoS | Flow | Routing | IPSLA LAN |

e I R N Ml sl

[ @8 cat2960SCOPE_1-14
=@ cat2960SCOPE_1-15
% GigabitEthernetd/1
% Port-channel3

& Port-channel4

‘ & VLANs

=@ Cisco6509_140

& FastEthernet1/1

% FastEthernet1/5
% Fasttthernet1/6

@& GigabitEthernet4/11
% GigabitEthernet4/12
% GigabitEthernet4/8
% GigabitEthernets/1
& Vlan20

&5 VLANs

File View Users QoS Flow Routing IPSLA | LAN | Tools Reporting Window Dev Help

Discover | Manage (3 Expand Qos | Flow|  Find IP/MAC
o e G- @& @ | Repots | selectedaN: ~ | @ FndwAN | show vLANPaths « | Find PMAC

- S

The Find IP/MAC command can also be found by right-clicking on a device in the topology view and
selecting LAN > Find IP/MAC.
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File View Users QoS Flow Routing IPSLA LAN Tools Reporting Window Dev Help
Discover | Manage [T Expand QoS | Flow | Routing | PSLA ™ LAN |
a | @ Enable Poling
VLAN: All v Show Layer 2 QoS
£ 1298 AlsAd Cara TMkP“t
| Device: 1386_Black_Core.referentia.com VLAN(S) Trust

@ QoS 3

@ Flow »

@ :

@ Routing 4

® 1P SLA >

g . LAN * || Enable LAN Polling

® Edit Device Settings | Find IP/MAC

o@ Add or Remove Interfaces |~ | Show VLAN Association Links

g Refresh Device Reports

® Remove Device

Q Device Tools »

=@ -

e Statistics »

® View »

® Group Management »

0 I

Note If SNMP V3 is used for polling, the “context vlan- match prefix” arguments must be added to your
SNMP-server group command. An example of the command is shown below:

snmp-server group <group name> v3 priv
snmp-server group <group name> v3 priv context vlan-match prefix

Type in the IP or MAC address in the top row of the Resolve IP and MAC Addresses table. Note that the
text turns red until a valid IP or MAC address is entered. Click on Resolve to begin the search.

Resolve IP and MAC Addresses
[ ype in a single IP or MAC address ‘ ‘ Resolve
3 1 1 P
Device Name Interface Name MAC Address(es) VLAN Index

Entering an IP address will provide the MAC address and the device and interface closest to the IP or
the actual device and interface if it is an IP on a device.

Right click on the found device and click on Zoom to Device to automatically center the device in the
system topology view. The Zoom to Device feature will not appear if you are accessing a device or inter-
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face view. If the desired device is part of a user-defined group, then the Zoom to Device will zoom to the

group that contains the desired device.

Zoom to Device

192.168.1.150 | Resoive |
a2 3 A1 !

Device Name Interface Name MAC Address(es) VLAN Index

L2PODc3560SCOPE-120  GigabitEthernetD/1  a456.301f.6f41 201

Entering a MAC address provides the IP corresponding to the MAC address and the device and inter-
face closest to where the MAC address was discovered.

[ Resohe ]
2 ) 1 X

Device Name Interface Name IP Address(es) VLAN Index

L2PODc3560SCOPE-150 GigabitEthernet0/1 192.168.1.150 201

—

Output of Resolve IP and MAC Addresses Table for a MAC Address Input

Right click on the found device and click on Zoom to Device to automatically center the device in the
system topology view. The Zoom to Device feature will not appear if you are accessing a device or inter-
face view. If the desired device is part of a user-defined group, then the Zoom to Device will zoom to the

group that contains the desired device.
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Tools Overview

System Advisories

Notifications on abnormal server performance can be viewed in the Advisories Viewer. Select the
viewer from Tools > View Advisories.

Al LiveAction - localhost
File View Users QoS Flow Routmg IPSLA LAN | Tools l Reports Window Dev Help
Dashboard |Mmage [E Expand 7- Iﬁ View Alerts
‘ a ‘ | ' eb / o~ ‘ Configure Alerts L E
[ View Advisories |
_— Search Example: (site jebex-mee
Use IP Mappings
i i Swit
@ 1941-WAN-67_113 Edit IP Mappings 192.1
=@ 2921-Demo-67_111 Use IP Blacklist
@ GigabitEthernetd/1 Edit IP Blacklist
- GigabitEthernetd/2 :
,,,, 0 Tunnelo MSI Endpoints
- @ 2921Demo-67_112 Use VSOM Mappings
@ GgabiEthemeto/1 Edit VSOM Mappings
& GigabitEthernet0/2
% Tunnelo Manage Custom Applications
[]"2 cat3560X-67_107 Define Custom Application

A In-Application Advisories E

p—
~1

Time Severity Title Node

2014/07/08 10:06:50 AM 6 ElRGl Error Connectlng to Device

Advisory Details

The LiveAction Server's embedded web server is running, but the hostname for the embedded web server has not been configured. The hyperlinks for the
scheduled custom reports will not work if the hostname is not configured. Please configure the "httpserver.host” property in the LiveAction Management
Console.

B =

IP Mapping

The IP Mapping feature allows the mapping of an IP address or hostname to a user-defined label. This
feature only affects the labeling within LiveNX and does not affect any actual DNS or hostname config-
urations.
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IP Mappings can be managed by selecting Tools > Edit IP Mappings. IP Mappings can be created,
edited, removed, exported and imported from within the Edit IP Mapping Dialog.

To show IP Mappings, select Tools > Use IP Mappings. IP Mappings will now appear on the topology,

flow tables and reports.

Tools | Reporting Help

Edit IP Blacklist

Port Assignments
Enable DNS Resolution (Glebal) E

Show DNS Names

Device Tools »
Statistics »
Group Management 3
Options

| View Alerts Edit IP Mapping e

Configure Alerts IP Mapping
View Advisories Name - — Add

¥ | UselP Mappings ClientNode-01 172.16.67.73

: : i Router-8 192.168.1.135 oot |
Edit IP Mappings ServerNode-0 72.16.67.42 Expo
verNode-01 172.16.67.
v | UselP Blacklist %

New IP Mapping entries have a (%).

)

IP Mappings can also be created by right-clicking an endpoint on the flow topology or tables, and
selecting Add [IP Address] to IP Mapping.

172.16.67.249

~

Create Display Filter »
Add to Current Display Filter »

No Display Filter

Add 172.16.67.249 to IP Blacklist

Add 172.16.67.249 to IP Mapping
Copy 172.16.67.249 to clipboard m

Create Network Object

NOTE: IPv6 is not supported.

IP Blacklist

The IP Blacklist feature allows the identification of IP addresses or hostnames that will appear in red in
the topology, device, Flow table, and historical views. This is a method of identifying quickly and visu-

ally any known anomalies.

The IP Blacklist can be managed by selecting Tools > Edit IP Blacklists. IP addresses can be added to the
blacklist, edited exported and imported in the Edit IP Blacklist dialog.

IP Blacklist
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IP addresses can also be added to the blacklist by right-clicking an endpoint on the topology or table

and selecting Add [IP Address to IP Blacklist.

The example below shows blacklisted entries.

& @ wusascoee 115

Enable DNS Resolution (Global) © @ cotIsenx-67_107

View Alerts (=3~
Configure Alerts File View Users QoS Flow Routing wsu. Took Reporting  Help
Dicover | Manage. (B Expend Qus ' Fon | Reutng | Psia | Lan |
View Advisories = I -
e @ @ @ enabie potng { -5 + | i Oeplay Fiter Colors | End Ponts P Address « | @ Poybsck | @yReport
v UseIP Mappings 58 rome okl | scpady scpat scowy owpai s st TR Schebim  nr outoret
Edit IP Mappings Standsone mserzas mseas M — = Fashemenio 24 4
172.16.67.173 172.16.67.113 m — - FagEthemet)/L0 24 o
v | UselP Blacklist & @ m210mas7_111 mseas M —— P FasEheme/ L) 24
+ @ P210mo€7112 o 172,667,135 mseras M —— ) Fasthemet/Lp 24
| EditIP Blacklist & @ o P 1721667124 st M —— P Fasthemert/ L0 24
NI e S e = — Pt 24
Port Assignments & @ ct2960SCOPE_1-14 e 172.16.66.8 62 T —— E FastEhemet0/t0 24
172.16.67.159 mseran —— 2 FosEhemeto/ip 24~
«

o @ ausxe1ie

Show DNS Names
@ G679

Device Tools » || ®® oxossosio
& @) Fownay Fvss24208
Statistics » ¥ 0PE-152
@ LIPCOSSCO%E-15)
Group Management v || = ® oomsescore 1m0
® LPCOCISHISCORE 151

Options & @ 10147

& @ scoPe_camzm7210
1920225

BRI ziesrin | sziesizio |
11721667118 H 172.16.67.168 r‘ 1721667151 |

(1721667200 | QREERCKIRIM | 172166748

v @ vemory @ Fowsufier © [N Acvecnes ©

Create Displey Filter v N
Addto Cument Display Fiter~ +
No Diley Fier
Color Mepping By iploy Fiter Caors
e Kaai2ieE 0P ki EditIP Blacklist
[ o P Magr
Boanet 441721667223 0P Mapping
5810 22 fons Copy 1721661223 to clipbourd
M Erterree Apdcaters Examples: 10.10.0.1, 192.168,1.0/24
vace
Vi
[-— Blackisted addresses
W Drectory =
Routng 1P Addresses
318 4%0ms
o e ncsened 172.16.67.154
iy SN ~— 172.16.67.79
i Fiow Polrg Dstied e 1820.12
B 1. rooec 182021
3, ot confgred
wan
< 3

New IP blackist entries have a (3).

e -

MSI Endpoints

Media Services Interface (MSI) is used to provide better visibility and services to media applications.

To include MSI endpoints in your system topology, go to Tools > MSI endpoints.

Click on Add, specify the IP addresses of your endpoints, select among User/Password, User/Password

Proxy or Certificate and then complete the fields. Click on OK.
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MSI Endpoints ' X|

Alias

IP | PerfMon |

MSI Endpoints [ x|

Specify IP ranges {(ex: 192,168.1,1-200) or one IP per line:

10.81.74.98
10.81.74.66

(+ User/Password

" Certificate

(" UserjPassword Proxy

User Name: Iadmin[§
Password: Iciscol

Cancel |

Add | Remove I Edit I

Performance Monitors

Click on the desired IP address and click on Edit to add an Alias.

&8 MSI Endpoints x|
Alias P Perfion
10.81.74.98 v Off
&3 Edit Endpoint E3
Alias: |Ex60]
IP; |10.81.74.66

User Name: [admin

Password:  [cisco

oK I

Cancel

Add Remove I [}dit I

Performance Monitors

Right click on an individual endpoint to see flows, to show modules or to export data associated with

that endpoint.

MSI Endpoints
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MSI Endpoints E

Alias I P I PerfMon I
EXE0 10.81.74.66 W Off

N Show Flows

\§
Show Modules

Export Data

Add Remove | Edit | Performance Monitors

Return to the MSI Endpoints window, choose an MSI endpoint and then select Performance Monitors.
Choose a time interval to monitor the data and then select either flow type Real-time Transport — RTP
or Transmission Control Protocol — TCP.

Add Performance Monitor - 10.81.74.98 [ X|

[~ Host Monitor

¥ Refresh
Source IP Source Port Destination IP Destination Port IP Protocol

10.81.74.66 2328 10.81.74.98 2376 uppP
10.81.74.98 2378 10.81.74.66 2330 UDP
10.81.74.66 2330 10.81.74.98 2378 UDP
10.81.74.98 2380 10.81.74.66 2332 UDpP
10.81.74.66 2332 10.81.74.98 2380 UDP
10.81.74.98 2382 10.81.74.66 2334 UDP
10.81.74.66 2334 10.81.74.98 2382 UDP

Interval (seconds): IIEI Flow Type:

Create Cancel

Select a flow, right click and select Show Reports to view the Performance Monitor Report. In this
example, the test was run four times at ten-second intervals.

MSI Endpoints 245



LiveNX Engineering Console User Guide

Performance Monitor Reports - 10.81.74.98:2376 - 10.81.74.66:2328 (RTP)

¥ Refresh | Execute Mediatrace

Seqhum <1 Start Time End Time SSRC RIPBit Rote (kbps) | Jtter(us) | RTPPhisLost DSCP o

3 2013-01-11723:18:13Z 2013-01-11T23:18:23Z 0 69 NOT COLLECTED NOT COLLECTED NOT COLLECTED NOT CO

2 2013-01-11723:18:03Z 2013-01-11T23:18:132 0 69 NOT COLLECTED ~ NOT COLLECTED  NOTCOLLECTED  NOTCO

1 2013-01-11723:17:532 2013-01-11T23:18:032 0 9 NOT COLLECTED ~ NOT COLLECTED ~ NOTCOLLECTED  NOTCO

0 2013-01-11T23:17:43Z 2013-01-11T23:17:53Z 0 % 69 NOT COLLECTED NOT COLLECTED NOT COLLECTED NOT CO
T | L]

To get per hop performance data, go to the System Flow Table, click on the Medianet tab and then
select the desired flow.

System Flow Table [_ (O] x]
Application (AYC) | Basic Flow | Medianet | NSEL |

= 10.8 ... 0,00% 0.207...0

= uppP 10.81.74.66 2,376 - 46 (EF) 3MB 2287...0.00% 0.129...0 46
= uppP 10.81.74.66 2,376 - 0(BE) 2MB 2287...0.00% 0.119...0 0
= upp 10,81.74.66 2,378 - 32 (Cs4) 24MB 2087...0.00% 0.108...0 32
= ubpP 10.81.74.66 2,378 - 0(BE) 16 MB 2087...0.00 % 0.105...0 1)
m LIDP. 10.4.51.15 16,400 - N{RFY SMR 1227, 0.00 % 41.79...0 n

Right-click on the selected flow, choose Execute Mediatrace and select MSI Endpoint. Click on Execute
Mediatrace.

System Flow Table _[O] x]
Application (AVC) | Basic Flow [m Execute Mediatrace Command [ X}
Cole Protocol g © | Pack... | Inter... | Loss ... | DSC...
Lt Source Ip Address:  10.81.74.98 I L l Lot l = I I

[ | uDP 10.81.74.5 23.,, 0,00 % 0.271... 0 0
Source Port: 2,378

Destination Ip Address:  10.81,74.66
Destination Port: 2,330

Time tolive: |S v | minutes

Initiate Mediatrace from:
(" Device in flow: I\.“:- R-AAD301 * L]

* Indicates device closest to source

 Other Bevice: [s11-a0111 =l

Execute Mediatrace I

The Mediatrace report tabulates the performance data on a per-hop basis from source to destination.

Use/Edit VSOM (Video Surveillance Operation Manager) Map-
pings

VSOM is a full-featured video surveillance operations management application that runs on the Cisco
Video Surveillance Media Server (VSMS) and Cisco Video Surveillance Virtual Matrix (VSVM) server
platforms. LiveNX adds VSOM servers into its application to provide visualization and monitoring of
the servers and its associated IP cameras. LiveNX will interrogate the VSOM server, retrieve its IP

address and its attached devices and then display the device name in the topology for use in the LiveNX
dashboards and reports.

Click on Tools > Edit Vsom Mappings. Then click on Add. Type in the Host, User Name, Password and
Domain information in the Add Server window. Click on OK. LiveNX will alert you if you did not add
a VSOM server name or if you use incorrect login credentials. Click on Add to append multiple VSOM
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Servers to this list. Click on Remove to delete an entry in the table. Highlight a table entry and click on
Edit to modify the User Name, Password or Domain.

Mediatrace Flow: 10.81.74.98:2378 -> 10.81.74.66:2330 k {"RefreshData | Bucket: 1 Pivot Table
| cdn-ex30 | 4503E-AA0B01 | VKR-AA0301 [ 2521-4A0110 [ 2%21-a40100-5w 2811-AA011:
Device cdn-ex30 4503E-AA0E01 VXR-BAD30L 2821-AA01L10 2811
iHop Number 0 1 2 3 4
Hop Type - - - - NjA
Ingress Interface None Gi2j46 Gioj2 Giojt Gioj1
Eqress Interface ethd Gi2f3 Giojt Gioj2 Gi0j2
RTP Jitter 0.00ms 0.50ms 0.24ms 0.08ms 0.00ms
RTP Packet Lost 0 0 0 0 0
RTP Packet Expected 909 913 913 910 0
RTP PacketLoss % Co om0 owwmewlmwwomw
IP Packet Drops 0 o ] o o
1P Packet Drop Reason 0 o 0 64 0
Media Bit rate 681 Kbps 691 Kbps 691 Kbps 684 Kbps 0bps
1P Bit rate 0bps 706 Kbps: 705 Kbps 705 Kbps 0bps
pscP 01(8E) 0(BE) 0(BE) 0(BE) 0(BE)
Trace RTT - ms -ms. - ms - ms oms

Highlight a VSOM server and click Refresh Selected to retrieve any additional information from the
VSOM server. Click on Refresh All to retrieve additional information from all the VSOM servers in the

list.

VSOM Servers

)

Host Name

User

Domain

ERE=TS

Edit

Refresh Selected Refresh Al

Right-click on any VSOM server in the list and select either Show Devices or Export Data.

Show Devices: LiveNX will interrogate the VSOM server to find the IP cameras or other IP devices asso-
ciated with the VSOM server. The list shows the Device IP address and the Device Name. Click on the
red x in the top right corner to close this window. If this Device IP list is incomplete, close the window,
refresh the device and right click on Show Devices again.
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Devices - ec2-184-169-213-198.us-west-1.comput: ZOnaws.com

Device IP Device Name
192.168.200.18 Amster5 South
192,168,200, 11 AmsterS West
192,168.200.12 EU Overview
192.168.200.15 51-28 East
192.168.200,13 5J-28 North
192.168.200.14 53-28 South
192.168.200.16 51-28 West
192.168.200.11 US Overview

Export Data: LiveNX generates a .csv file listing the VSOM Servers Host Names, User & Domain
Names.

Click Tools > Use VSOM Mappings to map the device IP addresses to Device Names for use in the
topology views, reports and dashboard. If Use IP Mappings and Show DNS Names are also enabled in
the Tools drop-down list, then mappings are done using IP Mappings first, then VSOM Mappings and
then Show DNS names.

Manage Performance Groups and Application Groups

Manage Performance Groups

The Performance Group Mapping feature allows you to define and map custom application groups to
the desired differentiated services code point (DSCP) values. Click on Tools > Manage Performance
Groups or click on Configure Performance Groups in the left-hand column of the WAN-P{R Dash-
board. This will open the Edit Performance Group Mapping window. Click on Add to add user-defined
performance groups. Use the drop-down menu to select the desired DSCP value. Click on the Fill SLA
defaults using to find a typical profile. Choices include Voice Profile, Real-Time Video Profile, Low
Latency Data Profile, Best Effort Profile and Scavenger Profile. The SLA values can be edited as well.
Click on Add another to continue mapping performance groups to DSCP values, click on Add to return
to the Edit Performance Group Mapping window or click on Cancel to return to the Edit Performance
Group Mapping window without adding a performance group.
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A Edit Performance Group Mapping | 52 |

Performance Group Mapping

DsCP Performance Group
v

A Add Performance Group Mapping

Performance Group HTTP-BE

DSCP 0 (BE)
SLA Configuration
Fill SLA defaults using Best Effort Profile =]
Enable Error Voice Profile
¥ Loss |10.0 Real Time Video Profile
Low Latency Data Profile
Delay |500 Bulk Data Profile
stter [0 Best Effort Profile
Scavenger Profile

New Performar|

[ Add Another ] [ Add ] [ Cancel

In the Edit Performance Group Mapping window, click on Import to copy in another LiveNX user’s
performance groups in .txt format, or Export to transfer your performance group mapping to another
LiveNX user. Highlight an existing line in the Performance Group Mapping table and click on Edit to
modify the existing mapping or Remove, to remove the item from the list.

Manage Application Groups

The Manage Application Groups feature allows you to define custom application groups as a way to
group applications together.

Click Tools > Manage Application Groups or click on Manage Application Groups in the left-hand col-
umn of the Application Dashboard. This will open the Manage Application Groups window.

Click on Add Group to add a user-defined group.

Click on Add Definition and use the check box to select one to many applications that will be associated
to this group.

Click on OK when complete.
Click on an Application Group and select Remove Group to remove this group from the list.
Click on an Application Group and select Edit Group to rename the Application Group.

Click on a definition within a group and select Remove Definition to remove the application from the
group.

Click on Apply to save changes and Click on OK to close the window.

Manage Application Groups
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A Manage Application Groups
Add Group == Remove Group # Edit Group B Add Definition E"x Remove Definition
lApplication Groups
=) Google
8 (NBAR) google-docs
~[§ (NBAR) google-services
[ (NeAR) gtalk-chat
+ Microsoft
A Add Definition (=23

|
Application Vendor
aol-protocol NBAR -
ms-dynamics-crm-online NBAR =
groupwise NBAR
texar NBAR
google-docs NBAR
songsari NBAR
hamachi NBAR
banyan-vip NBAR
wcep NBAR
cooltalk NBAR
egp NBAR
vid NBAR
gtalk-chat NBAR
ms-ync-video NBAR
creativepartnr NBAR
masqdialer NBAR
netbios-ns NBAR
google-services NBAR
rap NBAR
cdc NBAR
xfer NBAR
dictre MRAD

Manage/Define Custom Applications

The Custom Applications feature allows you to define and edit custom applications based on a specific,
list or range of IP addresses, by protocol, by port number or by Layer 4 Protocol (TCP, UDP, DCCP or
SCTP). Creation of custom applications is reserved for admin and full-config user roles. Once created,
the custom application is visible to all users.

To create a custom application, go to Tools > Define Custom Applications.

Choose a name, a description, and an IP address and/or port number. The IP Address can be entered as
one IP per line, a range of IP addresses, or a specific subnet address. Wildcards can also be used with the
IP address, for example, “10.0.0.2/0.255.255.0.” A valid port number can be entered between 0 and
65535.
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MName: userguide

Description: |used as an example for the user guide illustrations

IP Address: Specifiy IP ranges (ex: 192. 168. 1. 1-200) or one IP per line
10.28.95.3
10.28.95.8-100
10.28.95.101/24

6000 Layer 4 Protocol: TCP -

Manage Custom Applications | [ Save | [ Cancel |

Adding both an IP Address and a Port Number will define your custom application to the defined IP
address AND port number. If both IP Address and Port Number are used, define the Source IP Address
with the Source port or the Destination IP Address with the Destination port.

If you specify both port and address, the mapping only works for (source IP and source port) or (desti-
nation IP and destination port) combinations.

Click on Save to add this to your custom application list.
To review or to edit your list of custom applications, go to Tools > Manage Custom Applications.

Highlight a row and click on the Up or Down button to move the table entry higher or lower in the list.
The order defines precedence of that particular custom application. In cases where there are multiple
application names for the same IP address, the higher placed item takes precedence.
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[ show cefaut_|

P Port Layer 4Pr...
used as an example for t... 10.28.95.3, 10 6000 TCP

video for netflow training _112.13.1435 | | |

192.168.1.1 350 TCP

The header row with the magnifying glass filters the list based on the defined alphanumeric string.
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[ Up ] Down JI Q- tp

| Show default |

Description
used as an example for t... 10,28.95.3, 10
conference call 192.168.1.1

6000 TCP
350 TCP

Layer 4Pr...

Edit H Remove H Save

Click on Show default to list a table of the common port assignments.

The table is shown below. Any

port assignment defined in the Custom Application takes precedence over the common port assign-

ment.

Chargen
Ftp

Ssh

Smip
Time
Time

Micname

Click on New to return to the Define Custom Application dialog box.
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Click on a user-defined Custom Application and click on Edit to edit the defined custom application
using the Edit Custom Application window. Click in the field that you want to modify, edit as desired
and click on OK to continue.

Edit Custom Applicati D

MName: userguide

Description: |used as an example for the user guide ilustrations

IF Address: Spedfiy IP ranges (ex: 192,168, 1. 1-200) or one IF per line

10.28.95.3
10.28.95.10-10,28.95. 100
10.28.95.0/24
Port: Layer 4 Protocol: TC.F‘ -

ok || cancel

Click on a user-defined Custom Application and click on Remove to remove the custom application
from the list.

Click on Save to save the custom application list. This list is viewable by all the LiveNX user roles.
Click on Close to close the Manage Custom Applications window.

The Custom Applications are viewable in the topology view. Click on the Flow tab and display IP
Address in the End Points drop-down. Then select Applications and see that your defined IP Address
displays your custom application name. Go to that particular defined IP address in the topology view,
click on the Applications in the End Points drop-down in the Flow tab.
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v | % Display Filter Colors

S, ... M TeL Y

Dst Port Application
58,158

In Bytes
2KB

In Packets

30

Src DSCP TCI
46 (EF) —

Click on the custom application name in the device view to highlight all custom applications of that

type in the flow table.
1
Protocol Src IP Addr SrcPort Src Cntry Dst IP Addr DstPort Application InBytes In Packets SrcDSCP
TcP 10.28.95.3 39,791 = 30.10.10.2 21 userguide 1768 4 0 (BE)
[TCP 10.28.95.3 17,680 I 30.10.10.2 21 userguide 1768 4 0 BB
TcP 10.28.95.3 39,791 | 30.10.10.2 21 userguide 1768 4 0 (BE)
TP 10.28.95.3 17,680 = 30.10.10.2 21 userguide 1768 4 0 (BE)
TcP 10.28.95.3 11,372 I 30.10.10.2 21 userguide 1768 4 0(BE)
Tce 10.28.85.3 11,372 5 30.10.10.2 21 userguide 1768 4 0(88)
TcP 10.28.95.3 13,168 i 30.10.10.2 21 userguide 1768 5 0 (8E)
TcP 10.28.95.3 13,168 | 30.10.10.2 21 userguide 1768 4 0 (B6)
OSPFIGP 10.28.95.3 B E 10.28.95.2 E userguide 648 1 43 (C56)
|uoP 172.16.67.101 61,028 192.168.1.16 161 snmp 63KB 679 0 (BE)
JuoP 172.16.67.135 61,545 192.168.1.16 161 snmp 57KB 614 0 (8E)
|UDP 172.16.67.130 64,463 192.168.1.16 161 snmp 53KB 567 0 (BE)
|uoP 172.16.131.121 65,380 192.168.1.16 161 snmp 8kB 93 0 (BE)
JuDP 172.16.67.172 57,385 192.168.1.16 161 snmp 8KB 88 0 (BE)
|UDP 172.16.67.140 55,584 192,168.1.16 161 snmp. 8KB 88 0 (B8E)
luoP 192.168.0.125 53,486 192,168.1.16 161 snmp 8KB 82 0 (BE)
|UDP 172.16.67.235 59,383 192.168.1.16 161 snmp. 8KB 82 0 (8E)
< [ ]
-
A————a
[ snmp Unknown
userguide

userguide

The custom application can also be configured directly from either the flow table in the device view or

in the System Flow Table.

Right click on a flow in the flow table and click on Define custom application based on flow...to bring
up the Define Custom Application window.
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QoS Flow | Routing | IPSLA | LAN
€} ‘eﬁi&m [ Pause Display “Baslc Flow - B "De(auliFiltﬂGraup v‘ [ ‘Dspiay Filter Colors v ‘ Endeh:‘Apﬂmﬁm - “ (® Playback ‘ @ Reports
<1
ocol Src IP Addr SrcPort Src Cntry Dst IP Addr DstPort Application InBytes In Packets SrcDSCP
10.28.95.3 39,508 - 30.10.10.2 21 userguide 1768 4 0 (BE)
10.28.95.3 43,358 - 30.10.10.2 21 userguide 1768 4 0 (8E)
10.28.95.3 49,868 - 30.10.10.2 21 userguide 1768 4 0 (BE)
172.16.67.101 61,028 192. 153 117 161 58 KB 634 0 (BE)
[ S S 7 2 T =
172.16.67.130 64,463 192.168.1.17 161 Reports 4 5)
172.16.131.121 65,380 - 192.168.1.17 161 s-vn: Generate Web Report )
o Export Flow Data
Define custom application based on flow...
Execute Mediatrace
Create Display Filter >
Add to Current Display Filter 3
4

Right click on a flow in the System Flow Table and click on Define custom application based on flow...
to bring up the Define Custom Application window.

. Applicaban (AYC) " Bosic Fon | Medionet | NEEL |

Calor Protooo ST Src Port Sic Country Det TP Dt Port Dst Country  App N;rre

| TCR 10.255.203.2 a0 - 10,255.203.6 35,481 - youtube (13...

O TCR 10.355. 203.7 a0 - 10, 255.203.6 55,465 - youtube (13... 0 (8

= TCP 10,255, 205.2 80~ 10, 255.208.6 585,477 - youtube (13... 0 (8

[} TcpP 10,255, 202.2 a0- 10,255.203.6 55,475 - vyoutuse (13... 0 (5

] TCp 10.255. 203.6 55481 10, 255.203.2 a0 - youtube (13... 0 (F

O =3 10,255, 205.5 35,465 - 10,255, 203.2 - youtube (13... 0 (F

] Tcp 10,285, 203.5 55,477 - 10, 255.203.2 a0 - youtube (13... 0 (B

[} [TCP 10,255, 203.6 55,475 - 10,255.203.2 ao- youtube (13... 0 (E

] TCR 10.78.95.3 51,480 - 30.10.10.2 21 S USUnit=. . userguide 0

] = 10.78.95.3 45,635~ 30.10.10.2 2LES UsfUnit=... usergude o(g

m Tcp 10.28.95.3 27,252 30.10,10.2 21185 UEUnite.. . usergude 0

] TCR 10,28.95.3 13,551~ 30.10,10.2 21 = LB Unite. . userguide

] =4 10.78.95.3 17,860 - 30.10.10.2 2LES UsjUnite... usergude o8

[ | [Tcp 10,28.95.3 63,708 - 10, 21125 UsUnite,.. usergude

=] EISPFIGP 10.28.9 3 iF 0.0, > userguide

(] 10,255, 203.2 3,389- 3 Defing custem application bazed on flow..

= EE }gi;;g;; 2‘:2?‘;_ 1'3 355; Add10255.203.2 to IP Blacklist

O LoP 10,255 2055 24,404 - 10,255 Add10355.203.2 to IP Mapping

| Lop 10.255.203.2 24,576 - 102550 o 10,255,202 to clipboard

] TCP 10,255 203.2 an- 10, 255

] =2 10.255. 203.5 52,355 - 1D. 355 Export Flow Data

=] LOP 10,255, 203,10 1,604 - 10.0.0.2 10,222 - unknown (13... 9 J
-. TR JO.255. 2036 55 436 J0.255.203.3 An Lnk o (1 n

In both these cases, the Define Custom Application window automatically fills in the IP Address and
the Port field based on that particular flow’s destination IP address and destination port.

Mame:

|u5&rguidenew

Description:

another example for the user manual

IP Address:

Spedfiy IP ranges (ex: 192, 168. 1. 1-200) or one IP per line

10,255,203, 2

Port: 5004

| Layer 4 Protocol: [UDP

5

Save ][ Cancel

Click on Save and the new application name is visible in the flow table.
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Gystam Flow Table

- Applcation (A¥2) " Basi Flw | Medaret | HEEL |
Calor Pratocol SrelP Src Fort SroCountry  DstIP Dst Port CstCountry | Aop Hame D
O TR 10.255.303.2 0 - 10,355,305 6 55,475 - youtbe (13... 0
[} TP 0,265, 203.5 55991 - 10,255,203.2 an- youtube (13.., 0 (@
] e 10,255, 2038 55,955 - 10.255.103.2 20- youne (13... 0 (Bl
| P 10.255.203.6 55,477 - 10.755.703.2 an- youbube (13... 0 {8l
[} TP 10,285,203.5 55,475 - 10,255.203.2 80- youtube (13, 0
O Lop 10.255.203.6 2081~ 10,355.203.2 5,004 - ussiguidensi 0 (Bl
] TR 10.38.95.3 51,430 - 30.10.10.2 21| E LG Lik=. . us=rguide 0 (g
] TP 10,28.95.3 45,635 - 30.10.10.2 21|55 U5 Unite. . userguide 04
] TP 10.28.95.3 27,252 - 30,10.10.2 2155 UsUnite... userguide

Ll - Ie i0.7A.95.3 18 551 - 3040107

The defined custom application name appears in the Top Analysis and the Applications flow reports

under Applications.
e Fiow Reports
Q- Type here to filter repo Top Analysis

Interface Bandwidth

1Ps and Ports.

Top Analysis

1Ps and Application
All Unique Flows
> Address
¥ Applications
Protocol
Protocol Port
Application Group

Application Flow Dura
Top Wan Applications.
Top Wan Appilcation
Raw Application Topo
Raw Application Path
Application Projectior
Site Traffic Applicatio
Site to Site Applicatio
Site to Site Performa
DSCP vs Application
Business Relevance
Traffic Class

> Qos

> Network

» Medianet

Report Actions
save
Save As

Create

Schedule
POF
Export to CSV

Help

11/14 28 PM
S 25216513 G W Aieaces |
- T

Search Example: (site = Honolulu | site = Chicago) &

16, 05:48:28 PM to 11/14/16, 06:03 Data bin: 1 minute

Sourc
I “oefaultfiterGroup

van & flow.app =

bex-meeting

1ps and Application /14/16, 05:47:23 PM to 11/14/1 02:23 PM
All Unique Flows
> Address source ERNEEIIEGG© B YR ¢ Number of flows: 5,000+ v "
¥ Applications 0 - -
et it - ETE (5o o Ell e S uniave Fows 0
Protocol Port
Application Group Search Example: (site = Honolulu | site = Chicago) & wan & flow.app = webex-meeting x - ?
Application
Application Flow Dura Q
Top Wan Applications Time Protocol Src IP Addr Sre Port. Dst IP Addr Dst Port Application Flow Record Co... Bit Rate Packet Rate Sre Country Dst Cou
Top Wan Appilcation Nov 14, 2016.. 192.168.12.2 0 192.168.15.2...0 1 974.19Kbps 8528 pps - -
Raw Application Topo || |Nov 14, 2016... 192.168.12.2 80 192.168.15.2... 4,274 ttp 1 18.43Kbps 2.00 pps - -
Raw Application Pt || [NV 14, 2016.. 192.168.12.2 80 192.168.15.2... 4,299 Maxis_Server** 1 384.00bps 0.00 pps - -
Nov 14, 2016... 192.168.12.2 443 192.168.15.2... 50,861 1 308.99Kbps  135.15 pps - -
Application Projectior | | |Noy 14, 2016... 192.168.12.2 31,196 192.168.15.2... 19,420 p 1 7471Kbps 4670 pps - -
Site Traffic Applicatio | [ |Nov 14, 2016. 192.168.12.2 53 192.168.15.2 dns 1 3.90Kbps 0.00 pps - -
Site to Site Applicatio || |Nov 14, 2016... 192.168.12.2 80 192.168.15.2 http 1 46.82 Kbps 5.10 pps - -
Site to Site Performa || Nov 14, 2016... 192.168.12.2 80 192.168.15.2 http 1 3852Kbps 4.44 pps - -
DSCP vs Application Nov 14, 2016. 192.168.12.2 15,255 192.168.15.2 unclassified 1 32000 bps 0.00 pps - -
ousnens Raterunee Nov 14, 2016, 100122 1027 8.8, thtp 1 500.32Kbps  50.11pps - - Us/L
Nov 14, 2016. 192.168.12.2 61,623 192.168.15.2 PeopleSoft_ 1 757.47bps 1.05 pps - -
Traffic Class Nov 14, 2016. 192.168.12.2 37,555 PeoplesoftP: 1 2.13 Kbps. 0.92 pps - -
> Qos Nov 14, 2016. 192.168.12.2 61,682 £ds_Tablet_D. 1 544.61bps 1.05 pps - -
> Network Nov 14, 2016. 192.168.12.2 9,435 PeoplesoftPa... 1 458.18bps 091 pps - -
> Medianet Nov 14, 2016. 100122 16386 unclassified 1 60.22Kbps  33.02 pps- = Us/U
Nov 14, 2016 192.168.12.2 80 http 1 6.65Kbps 4.26 pps - -
Nov 14, 2016. 192.168.12.2 80 http 1 12.28Kbps 431 pps - -
Nov 14, 2016. 192.168.12.2 53 dns 1 3.90Kbps 0.00 pps - -
Report Actions Nov 14, 2016. 192.168.12.2 80 http* 1 320.00bps 0.00 pps - -
Save Nov 14, 2016.. 192.168.12.2 53 dns 1 3.82Kbps 0.00 pps - -
Nov 14, 2016.. 192.168.12.2 80 http* 1 32000bps 0.00 pps - -
Save As Nov 14, 2016... 192.168.12.2 80 http* 1 320.00bps 0.00 pps - -
Nov 14, 2016. 192.168.12.2 80 192.168.15.2 http* 1 320.00bps 0.00 pps - -
Create Nov 14, 2016... 192.168.12.2 443 192.168.15.2 secure-http* 1 314.00Kbps  750.00 pps - -
Nov 14, 2016... 192.168.12.2 443 192.168.15.2 secure-http* 1 44.86Kbps  107.14 pps - -
Nov 14, 2016... 192.168.12.2 443 192.168.15.2 secure-http* 1 160.00Kbps  500.00 pps - -
Nov 14, 2016. 192.168.12.2 80 192.168.15.2. 1 32000bps 0.00 pps - -
Nov 14, 2016.. 192.168.12.2 80 192.168.15.2 http* 1 320,00 bps 0.00 pps - -
Schedule Nov 14, 2016.. 192.168.12.2 443 192.168.15.2 secure-http* 1 104.67Kbps  250.00 pps - -
Nov 14, 2016... 192.168.12.2 443 192.168.15.2 secure-http* 1 9850Kbps  250.00 pps - -
Nov 14, 2016... 192.168.12.2 443 192.168.15.2 secure-http* 1 9850Kbps  250.00 pps - -
Nov 14, 2016. 192.168.12.2 443 192.168.15.2 secure-http* 1 157.00Kbps  375.00 pps - -
Help Nov 14, 2016... 192.168.12.2 443 192.168.15.2 secure-http* 1 143.00Kbps  375.00 pps - -
< Flows 1- 5,000 Next..>
e e Flow Reports
2~ Type here to filter repc _Appilication.
¥ Reports
Interface Bandwidth - 2
Top Analysis Application
1Ps and Ports

]
[ seres

e Long Te

Bit Rate £

Bit Rate

Nov 14,05:50 PM

Nov 14,0552 PM Nov 14,0554 PM Nov 14,0556 PM

Date

Show Total Bit Rate

Number of datasets: 40

Nov 14, 05:58 PM

Nov 14, 06.:00 PM

Application Total Flows Total Bytes Total Packets Average Bit Rate | Average Packet Rate | Peak Bit Rate Peak Packet Rate
ftp-data 121 22 MB 166,487 1.98 Mbps 184.99 pps 2.02 Mbps 195 pps
http 4,469 183 MB 164,152 1.62 Mbps 182.39 pps 1.71 Mbps 208 pps.

Ao 11 138 M8 101,380 1.23 Mbps 112.64 pps 1.54 Mbps 143 pps

B unclassified 285 128 MB 326,471 1.14 Mbps. 362.75 pps 1.49 Mbps. 447 pps

2 ping 14 103 M8 72,162 915.98 Kbps 80.18 pps. 991.22 Kbps 86 pps
PeopleSoftPayroll 15 100 M8 88,097 893.12 Kbps 97.89 pps. 899.30 Kbps 98 pps
2l ms - wht 14 59 M8 110,478 521.89 Kbps 122.75 pps 571.94 Kbps 134 pps
4 cuseeme 30 47 M8 86,412 417.52 Kbps 96.01 pps. 420.10 Kbps 96 pps
CriticalApp 15 43 M8 68,101 380.15 Kbps 75.67 pps 383.08 Kbps 76 pps
ssl 139 38 M8 124,299 336.90 Kbps 138.11 pps 878.39 Kbps 271 pps
PeopleSoft_GL 15 33 M8 131,500 296.61 Kbps 146.11 pps - -
VolP13958 45 25 M8 108,951 220.81 Kbps 121.06 pps - -
PeoplesoftPayroll 45 24M8 151,782 212.50 Kbps 168.65 pps - -
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DNS Name Resolution

The DNS Name Resolution features allows the display of host names associated with the IP addresses in
LiveNX. An admin user can enable DNS Name Resolution by selecting Tools > Enable DNS Resolution

(Global).

Tools | Reporting Window Dev Hel
View Alerts
Configure Alerts
View Advisories

(& | UselP Mappings
Edit IP Mappings

v | UselP Blacklist

Edit IP Blacklist
MSI Endpoints

Port Assignments
Enable DNS Resolution (Global)
Show DNS Names

Device Tools
Statistics
Group Management

Options

Once enabled, a check box will appear next to the Enable DNS Resolution (Global). To disable, select
Tools > Enable DNS Resolution (Global). Prior to enabling DNS resolution, an alert appears to warn
you that this may increase the amount of NetBIOS traffic from the server.

Enabling DNS resolution may result in increase NetBIOS traffic from the server.

It is recommend that NetBIOS be disabled when using this feature.

NetBios can be disabled under the advance settings of the Inerface Protocol

Version Properties for the appropriate interface.

[ ok ]| Cancel

To disable NetBIOS for Windows7 operating systems, open the Network and Sharing Center in the
Control Panel. Click on the appropriate Local Area Connection. Click on Properties, then TCP/IPv4,
then Properties. Click on Advanced and then go to the WINS tab and select Disable NetBIOS over TCP/
IP. Click on OK.
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' Advanced TCP/IP Setting
IP Settings I DNS WINS

WINS addresses, in order of use:

t
3

H Edit... [ Remove

If LMHOSTS lookup is enabled, it applies to all connections for which
TCP/IP is enabled.

[¥] Enable LMHOSTS lookup | ImportLMHOSTS... |

NetBIOS setting
() Default:
Use NetBIOS setting from the DHCP server. If static IP address

is used or the DHCP server does not provide NetBIOS setting,
enable NetBIOS over TCP/IP.

(©) Enable NetBIOS over TCP/IP
@ Disable NetBIOS over TCP/IP

To disable NetBIOS for Windows Server operating systems, open the Server Manager and select Tools >
System Configuration in the Menu Bar. Go to the Services tab and disable TCP/IP NetBIOS Helper.
Click on OK.

=] System Configuration x|

Service Manufacturer Status Date Disabled ~

[w] workstation Microsoft Corporation Running

[ Link-Layer Topology Discovery ... Microsoft Corporation Stopped

[] TCP/IP NetBIOS Helper Microsoft Corporation Running

[W] Local Session Manager Microsoft Corporation Running

[+ Multimedia Class Scheduler Microsoft Corporation Stopped [:]

[w] windows Firewall Microsoft Corporation Running

[+ Distributed Transaction Coordin... Microsoft Corporation Running

[w] Microsoft iSCSI Initiator Service Microsoft Corporation Stopped

[+ windows Installer Microsoft Corporation Stopped

[w] Windows Internal Database Microsoft Corporation Running

[ Network Access Protection Agent  Microsoft Corporation Stopped

[w] Network Connectivity Assistant Microsoft Corporation Stopped v
Note that some secure Microsoft services may not be disabled. | Enable al | | Disable all |
[Hide all Microsoft services

| ok || Concel [[ Aply || kb |

Once DNS Resolution is enabled, any user role can select Tools > Show DNS Names to show hostnames
in the flow views (system and device view topology, flow tables, lists and reports).
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Tools | Reporting Help
View Alerts

Configure Alerts

View Advisories

v | UselP Mappings
Edit IP Mappings

v | UselP Blacklist
Edit IP Blacklist

Port Assignments
Enable DNS Resolution (Global)
v  Show DNS Names

Device Tools %
Statistics 4
Group Management 4
Options

Device Tools

Saving Changes to the Device’s Startup Configuration

When a device is added to LiveNX, the software makes changes automatically to the device’s running
configuration, but not to the startup configuration file. If you want to make these changes permanent,
select the device from the list on the left side of the LiveNX screen, and then select Save to Startup Con-
fig from the File menu and click Yes to save them to the startup configuration file.

Save Startup Config - c2921SCOPE_1-17.referentia.com (192.168.1.17) ™|
Would you like to save the current running configuration to the device's startup config, i.e., “copy run
start™

[7] Do not show again (current configuration will not be saved to startup configuration on further use)

Lyes JlL M ]

Accessing the Device Web Page from LiveNX

If your device supports it, LiveNX can open its internal web page. Select Open Device Web Page from
the Tools menu.
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Note Administrator or Full Configuration privileges are needed to open and use the LiveNX CLI terminal
window.

Tools | Reporting _Help
View Alerts
Configure Alerts [T = E— Cisco CP Express
View Advisories
Cntry Dst IP Addr J
| Use P Mappings 172.16.67.113 7
Edit IP Mappings 667113 7
.| UseIP Blacklist 2B6LUS 7
172.16.67.113 7
Edit IP Blacklist 172.16.67.113 7
Port Assignments. 1721667.113 7
- B 172.16.67.113 7
' 7216672113 7 ff
.|| Show DNS Names Windows Security
= o Sugorted war: o
Device Tools ’ Save to Staitup Config The server 172.16.67.112 at level 15_access requires 2 username and Tou! WA Comectons: o
Statistics » Open Device Web Page i password,
Group Management ’ Manage ACLs N Warning: This server is requesting that your username and password be
Options sent in an insecure manner (basic authentication without a secure: — 3
connection). =i
\ frewat: Vot Contaursa
il
"i
[*] Remember my credentials
M2259UTC SatAug 182012 1)

Managing ACLs

LiveNX includes an Access Control List (ACL) editor that allows you to edit and create ACL rules for
use with QoS match capabilities. The ACL editor also provides an option to save and load ACLs from a
file. The ACL Management dialog box can be accessed from Tools > Manage ACLs.

ACL Management for 1811-13

Current Router | 1811-13

Access Control Lists (ACLs)
Name / Number Type Applied Interfaces Create ACL
deny_199 Standard (Named) I
Delete ACL
Copy ACL
Apply /Remove ACL
Access Rule Entries
deny host 192.168.1.199 Save ACL File

Load ACL File

B

To create an ACL, click on Create ACL.
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Standard

Create Rule

Edit Rule

Copy Rule

Delete Rule

Choose between Standard or Extended. Standard uses ACL numbers between 1-99 or 1300-1999.
Extended uses ACL numbers between 100-199 or 2000-2699. Alphanumeric characters are allowed in
the Name/Number field with no blank spaces.

Click on Create Remark to create a remark for the ACL.

Click on Create Rule to create access rules to allow or to deny a particular IP address. Two windows are
available to create or to edit rules, depending on whether a Standard or an Extended ACL was created.

For the standard ACL rule, create a rule by selecting permit or deny, and selecting the desired source IP
address for this rule.

Source
@ any () by Network or IP |

e.g 192.168.1.0/24 or 192.168.1.19

["] Log Rule

For the extended ACL rule, additional selections are available. In addition to permit or deny, other
selections include protocol (IP, TCP or UDP), Object-Group or by IP protocol name (ahp, eigrp, esp,
gre, icmp, igmp, ip, ipinip, nos, ospf, pcp, pim tcp or upd) or IP protocol number.
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@ permit () deny

OP TP @UDP () Object-Group |serviceObiect <] © other [by Neme =2 =5E
Source Destination
©any (© byNetwork or IP @ by Object-Group @ any () by Network or IP (©) by Object-Group
>>
e.g 192.168.1.0/24 or 192.168.1.19 - e.g 192.168.1.0/24 or 192.168.1.19 destinationNetworkObject +

— destinationNetworkObject 1
[#]by Port | Equal to v | Manage Port(s) InetworkObjectChid [V]by Port | Equal to v | | Manage Port(s)

13959 13958

[7] Match [bypsce = .

[ Log Ruie [Log

(o ] (el )

LiveNX reads the Object-Group information already created in the device configuration and displays
any available selections through the drop-down.

The by Port selection is available if either TCP or UDP is selected. Options are equal, not equal, greater
than, less than or between. The Manage Port(s) button provides a list of commonly used ports. Differ-
ent rules can be created for Source and Destination. Use the >> if you would like to copy the Source
parameters to the Destination side and use the << if you would like to copy the Destination parameters
to the Source side.

Click on Match to select traffic based on DSCP or on IP precedence. Default is off.

Click on Log Rule and select either Log to Log matching packets or Log Input to Log the ingress inter-

face and source MAC address, in addition to the packet’s source and destination IP address and ports.

Default is off. Click on Preview CLI to see the commands in CLI format prior to saving it to the device.
Click on Save to Device to transmit the CLI commands to the device. Click on Cancel to close the win-
dow without making a change to the ACL rules.

config t

ip access-list resequence DMVPN-other-13958 10 10

ip access-list extended DMVPN-other-13958

no 10 permit 17 any eg 13958 any eg 13958

10 permit object-group serviceObjectChild cobject-group networkObjectChild any

Once a rule is created for the ACL, highlight the rule to edit, copy or delete the created rule. Repeat the
Create Rule to add additional access rules for a given Access Control List. Rules are executed in the
order from the top down, so highlight a rule in the list and use the Move Up or Move Down button to
reorder the rules in the Access Rules window.
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Name / Number [DMVPN-bgp-179 | [Lree ]

Create Remark
Edit Remark

Remove Remark

Access Rules

permit udp any eq 179 any eq 179

ipermit tcp any eq bgp any eq bgp

i
5 | 3

[ Preview CLI H Save to Device ][ Cancel

-_J

Once the Access Control List is saved to the device, click on Apply/Remove ACL.

yee——rEry . ™

CurrentRouter | 1811-13 |

|

Access Control Lists (ACLs)
Name / Number Type Applied Interfaces eaieAd
Standard (Named) | Edit ACL
"
deny host 192.168.1.199 Save ACL File

%
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The Apply Access List to Interface window automatically lists all interfaces on that device. Click on the
desired interface to apply the interface to, select Inbound Direction and/or Outbound direction and
click on Apply Access List to Selected Interface to designate the desired ACL. The UI will ask if you are
sure before modifying the interface configuration.

i Apply Access List to Interfac

Access-List to Apply

Asyncl

FastEthernetd F
FastEthernet2

FastEthernet3

FastEthernet4 Access List applied:
FastEthernet5
FastEthernets
FastEthernet7
FastEthernetd
FastEthernetd
Loopback 1

Inbound Direction

Access List applied:

| Apply Access List to Selected Interface | | Cancel |

For a QoS policy that uses an ACL as part of its class definitions, the ACL will automatically be included
when loading and saving QoS policy files; it is not necessary to load and save the ACL file separately.

To load an ACL file from one device to another, save the ACL to a file and then open the editor on the
target device. Then, load the ACL file and save it to the device. LiveNX will warn if there are any con-
flicts.
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W

CurrentRouter | 2921-Demo-67_112
Access Control Lists (ACLs)

Name / Number Type Applied Interfaces Create ACL
ACL-IPSLAVO-6002 Extended (Named) - Edit ACL
BlockAttack Extended (Named) GigabitEthernet/2 B
BlockBGP Extended (Named) Delete ACL
BlockFlow Extended (Named)

MACE-ACL Extended (Named) Copy ACL
match-13958 Extended (Named) |

Redrect Extended (Namec) :
RedirectFlow Extended (Named)

StopVoice Extended (Named)

TO-4EYES Extended (Named)

TO-AGENCY Extended (Named)

TO-COALITION Extended (Named) |

TO-SIPR-130 Extended (Named) .

i, A. Aad M\ Y
Access Rule Entries

Save ACL File

Statistics

Miscellaneous OID Polling and Charting

Miscellaneous OID polling utilizes a generic polling framework within LiveNX to gather vendor-spe-
cific or miscellaneous device information and statistics. From the Tools menu, select Statistics > Man-
age Custom OID Charts and enter in the OID string. Polled data and charts are accessed by going to the

Tools menu and selecting Statistics > Show Custom OID Charts.

5 S A

v UseIP Mappings

Edit IP Mappings
v.| UselP Blackist

Edit IP Blacklist

Port Assignments

Enable DNS Resolution (Global)
v Show DNS Names

Tools | Reporting  Help
View Alerts
Configure Alerts - & "Defm\ﬁt!(imhp RN .|
View Advisories
Cntry Dst IP Addr Dst Port

172.16.67.113 771
172.16.67.113 771
172.16.67.113 771
172.16.67.113 771
172.16.67.113 m
172.16.67.113 m
172.16.67.113 771
172.16.67.113 771

Device Tools 3
Statistics 3
Group Management »
Options

Show Interface Details
Show All Interfaces

Show ACL Statistics

Show Custom OID Charts
Manage Custom OID Charts

' Configure Cuntom OD Poling for 1941 WAN-87_11 Laefesenia.com

Mscelaneous OI0%.

on

o® [Laeizizaing
Home e minrbce U]

Nt paciess

B 3.
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Miscellaneous OID Polling

Polled Device/Field:

(packets)

3 Miscellansous Device Fields
=@

02:0000 P

Polled Device/Fisld:

Group Management

File View Users QoS Flow Routing IPSLA | Tools | Reporting Help
Discover | Manage B Expand Qos” Flow|  View Alerts
Configure Alerts - | B Defoutritercroup « | 1 Diply Fiter Coors + | End o P Address - | @ rlayback | Gy report =
View Advisories
Cntry Dst IP Addr DstPort Application TCP Flags Src Prefix Len InlF DstPref
. UselP Mappings 1920.2.35 m — 2 GoabitEthernetofd 24
T EditIP Mappings 720667113 769 —— 2 Fastethernet0/t) 24 ()
& @ 2921:Demo-67_111 cvp — [ 1721667.113 208 —a— 2 FastEthemnet0/10 24
@@ 2921-Demo-67_112 1cMP - — 24 FastEthemet0/1/0 24
@ 4503-145 v EdRt P Blacklist - —a— 2 FastEthemet0/1/0 24
@ 7609_143 1M Port Assignments 2816 —a— 2 Fas(i:mmﬁﬁ 2
@ 129605C - 1P . 2,816 —a— 24 FastEthernet/1/0 24
g ::Mx’:g 1™ Enable DNS Resolution (GlobaD 1721667113 771 —— 2 FastEthemet0/1f0 24~
& @ cat3s60x-67_107 < Show DNS Names | e
@ €at3560X-67_114 Device Tools :
@ €at3750-67_109 Statistics
(Cisco6509_140
1 €) Foundry_FWS624-206 Group Management Edit Groups
; tg; mg:z: Options Expand All Groups
@ L2PODCIS60SCOPE-150 Collapse All Groups
%@ L2PODCIS60SCOPE-151
@) NX0S-147 192.168.1210 | 1721667157 || 172.1667.112 || 1920235
i @ SCOPE_c450357-210 Y T T

Create a new group by selecting the Add button, naming your group and adding devices to it. Use the
scroll bars to find the devices in the list or type in the start of the device name in the field to the right of
the magnifying glass to filter the list. Click on the magnifying glass to enable additional tools (case sen-
sitive, wild cards, partial matches) to assist in filtering the list.
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Groups

Name sz —r—

Demo&7 2 Edit

1386 2

L2PODc 4 Remove

Current Group of Devices
o @ [a
1811-13 @ L2PODc2960SCOPE-152
1941-WAN-67_113 L2PODc29605COPE-153
2921-Demo-67_111 L2PODc3560SCOPE-150
2921-Demo-67_112 L2PODC3560SCOPE-151
4503-145
7609_143
A-CLIENT-NODE
A-SIPR-RTR-TL
asr1001_SRCS_1-50
c1941-197
c2821-185
€2921SCOPE_1-16
C2921SCOPE_1-17
€3925-163
cat2960SCOPE_1-14
New and madified group entries have a (%). Asterisks (*) indicate required fields.
[——|

Once a group is created, the grouped devices will appear in the topology view as a single entity labeled
with the assigned name. Devices can be expanded from and collapsed back into, the group by right-
clicking the group and selecting Expand or Collapse. The group color is determined by the device in the
group with the most severe alert color indicator. This way, in the system topology, if any one device
within a group turns either red or orange from a nominal green color, then the entire group icon will
turn to that same alert color. The order of color alert severity is Red (Warning), Orange (Drops), Green
(Normal), Blue (All Polling Disabled) and Gray (Down). In the images below, L2ZPODc group status is
red because at least one of the devices within that group is red.

o

Name
=% Home
&l 1386
@) 1386_Black_Core
Q) 1386-str
& [l Demos?
@B 2921-Demo-67_111
H @ 2921-Demo-67_112
i €3) L2PODC2960SCOPE-15
€3) L2PODC2960SCOPE-15
€3 L2PODC3560SCOPE-15|
. @) L2PODC3560SCOPE-15
@ 1811-13
@D 1941-WAN-67_113
@) 4503-145

>

m

@ 7609_143

File View Users QoS Flow Routing IPSLA Tools Reporting Window Dev Help

sk2-satr

asr1001_SRCS_1-50
192 1521.‘58,1 34

158s1.50
)

Foundry FW3624-206
192 1’954 206
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File View Users QoS Flow Routing IPSLA Tools Reporting Help

Flow | Routing | IPSLA | LAN

Name
=49 Home
o
Standalone
@ 1941-WAN-67_113
-G 2921-Demo-67_111

@% 7l I].-lQ Q|w|mlwglenﬁlulnwwps vlC\nentTme

« |current poting nterval vlq

- @ 2921-Demo-67_112

) Foundry_FWS624-206
@ L2PODC2960SCOPE-152)
- @ L2PODC2960SCOPE-153|

& o L2PODC35605COPE-150|

Group: Routers -um
Zoom
Exnand |
Collapse
Edit
Delete
Expand All
Collapse All

Edit All

- @ L2PODC3560SCOPE-151
- @) NX0S-147
- @ SCOPE_c450357-210

Colac, i s Colors.

Options

The Options dialog allows LiveNX settings and preferences to be managed. The Options dialog can be
accessed by selecting Tools > Options.

Preferences

The Preferences section of the Options dialog allows you to use device names instead of hostnames,
reset window sizes and warning dialogs. You can also set directory locations for the different files that
LiveNX will save.

The device or hostname changes are visible in the System Hierarchy View and the System Topology.

Database location: ~|cz\dev\LiveAc des\Local\data

Database size: 2,333 GB (1.995 GB avalable for deletion)

Automatically purge data older than: [mm v]
Before purging, archive to: |c:\dev\BadupTestQos_Local

Flow
Database location: | c:\dev L \data\nodes\ ocal\data\f
Database size: | 637.199 MB (477.932 MB available for deletion)

Automaticaly purge data older than: 30 days = |
Before purging, archive to: |c:\dev\ﬂadqucsﬂ=low_Loml
Alert

Database location:  c:\dev \LiveAction\data\nodes\Local\data alertstore2

Database size: | 66.508 MB (41.427 MB avalable for deletion)

Automaticaly purge data older than: [30days = |
Before purging, archive to: |c:\dev\ﬂamecswm_Local

Long-Term
Database location: | c:\dev | iveAct \nodes\_ocal\dat |
Database size: | 255.861MB (191.639 MB available for deletion) |

[/] Automatically purge data older than: |30days ~

7] aga, i b b e AR b e oo o
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Database

The Database section of the Options dialog allows you to manage settings related to the databases used
by LiveNX. Database management can be completed on all Nodes including the LiveNX Server by using
the All Nodes tab. Individual Nodes can be controlled by clicking on the corresponding Node tab.

Options w
© | A o0l o
Preferences QoS
‘ 3 Display 3 warning when any databsse size exceeds:| | S00MB ~ Reset now
[¥] Automatically purge data older than: |30days « _I\.rgemva
il Before purging, archive to: (:Hev\B;dupTeleoS
E Flow
Email [¥] Display a warning when any database size exceeds: [soomB « |
a [¥] Automatically purge data older than: ::ﬂdays -
Security Before purging, archive to: |c:\dev\BackupTestFlow
Alert
(] Display a warming when any database size exceeds: 5008 ~ |
[¥] Automatically purge data older than: :30days v]
Before purging, archive to: | c:\dev\BackupTestAlert
Long-Term
[¥] Display a warning when any database size exceeds: [soomB « |
I Automatically purge data older than: :m
/| Before purging, archive to: |c:\dev\BackupTestLongTerm
[7] Display a warning when free disk space falls below: 1GB +
U
0
: o] (o)
Options
@
Preferences
mi Database location: |c:\dev \iveAction\data nodes\.ocal\data\snmpstore | | Badwpnow
Database size: 2,339 GB (1.995 GB available for deletion) Reset now
E Automatically purge data older than: [:’ﬂ days v]
Email [/] Before purging, archive to: |c:\dev\BackupTestQoS_Local
a Flow
Seaurity Database location: |c:\dev \iveAction\data\iodes\.ocal\data\flowstore Backup now
Database size: 637.159 MB (477.932 MB available for deletion) Reset now
Automatically purge data older than: [30 days v] g
Before purging, archive to: |c:\dev\BackupTestFlow_Local
Alert
Database location: | c:\dev\LiveAction\data\nodes\ ocal\data\alertstore2 |
Database size: 66508 MB (41.427 MB avalable for deletion)
L Automatically purge data older than: [.’ﬂ days v] Purge now
" Before purging, archive to: |c:\dev\BackupTestAlert_Local
Long-Term
Database location: |c:\dev | iveAction\data\nodes\Local \data jor Backupnow |
Database size: 255.861MB (191.639 MB available for deletion) Reset now
[/] Automatically purge data older than: |30days Purge now
et o S T L 2
o

All Nodes tab: Changes made in this tab will affect all Nodes in the LiveNX system. LiveNX generates
four databases: QoS, Flow, Alert and Long-Term. Each database can be configured across all Nodes to:
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*  Enable a warning when the database exceeds either 500 MB, 1 GB, 2 GB, 5 GB, 10 GB, 50 GB, 100
GB or 500 GB. Default is warning = ON and size = 500 MB.

*  Enable an automatic purge feature for data older than 1, 2, 5, 10, 30 or 60, 90, 120, 180 or 360 days.
Default is auto-purge = ON and age = 10 days for the QoS, Flow and Alert databases and 365 days
for the Long-Term database.

*  To save database data before purging, click on the Before purging, archive to: check box. For
example, to store the database data in the same directory as the LiveNX Server data, type
C”LiveAction Server Data<LiveAction Version>. * Reset a particular database (QoS, Flow, Alert or
Long-term) across all Nodes by clicking on the Reset now button. This will erase all data collected
in that database.

*  Purge a particular database (QoS, Flow, Alert or Long-term) across all Nodes by clicking on the
Purge now button. This will erase all data older than the specified duration selected in the drop-
down menu.

*  Enable a warning when the free disk space on any Node exceeds either 1 GB, 10 GB, 20 GB, 30GB,
50 GB or 100 GB. Default is warning = ON and size = 1 GB.

Note LiveNX supports an automatic purge to ensure that there is sufficient space to store about one minute
worth of SNMP, Flow, Alert and Long-term data. This is not user-configurable, but the auto-purging of
the four databases are done only as a last resort, to ensure that there is sufficient space to store the most
recent data.

Individual NTab: Although the default is to use the All Nodes configuration, each Node’s database may
be configured separately by unchecking the Use All Nodes Config check box and selecting the individ-
ual tab for the desired Node. In addition to displaying the Volume size and Volume size free for the
individual Node, each database within that Node can be configured to:

*  Backup an individual database by clicking on the Backup now button—This saves a copy of the
database to a directory on the Node. After clicking on the Backup now button, LiveNX prompts
you to specify the backup directory on the Server. To store the backup data in the same directory as
the LiveNX Server data, type C: LiveAction Server Data<LiveAction Version>. The backup QoS,
Flow, Alert and Long-term databases will be stored in the location selected with the filenames Snap
store, Flowstore, Alert store and longterm store, respectively, each appended with the backup
creation time in the

*  YYYY.MM.DD.HH.MM.SS format. If disk space is an issue, you are advised to move the backup
files off-line and purge the local copy. The backup QoS, Flow and Alert database directories can be
added back to LiveNX to analyze historical information by using the Mounted Data feature in the
LiveNX Server console. Please see Mounting Data Directories into the LiveNX Server section of
Chapter 2 — Installation. The Long-term Database cannot be mounted; replacement requires
manually swapping the long-term databases out in the Flowstore-dashboard cache directory in the
LiveNX Server Data directory.

*  Reset a database (QoS, Flow, Alert or Long-term) on the individual Node by clicking on the
corresponding Reset now button. This will erase all data collected in that database.

*  Purge a particular database (QoS, Flow, Alert or Long-term) on the individual Node by clicking on
the corresponding Purge now button. This will purge all data older than the specified duration
selected in the drop-down menu in the All Nodes tab.

Email

The Email section of the Options dialog allows you to set SMTP Server and email sender options. These
will be used when LiveNX sends out reports, alerts and notifications. The values entered depend on
your specific e-mail service. The image below shows how to configure LiveNX to send e-mail to a Gmail
account.
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SMTP Server
Host name *: |smtp.gmail.com ‘
Username:  user's e-mail login j

Password: sesssssse

Security: [ - ]

Email Settings

Sender address *: |sender's e-mail address

Security Sender name: sender's name]|

SMTP Server

*  Hostname—Enter your SMTP host name. * Port number—Default for SMTP is 25, TLS is 587, and
SSL is 465. « Username—Enter your username to access your e-mail account. * Password—Enter
your password to access your e-mail account. * Security—Choices are: NONE, TLS (Transport
Layer Security), and SSL (Secure Sockets Layer)

Email Settings

*  Sender address—Enter the sender’s e-mail address. * Sender’s name—Enter the sender’s name.

Send a Test Email

This will send a test e-mail back to the sender’s e-mail address.

Security

The Security section of the Options dialog allows you to manage security settings for LiveNX. You can
set a password policy and login control options.

SMTP Server
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Note

Preferences

Database

Email

Security

Title Bar Security Label

Select the security level to be displayed in the Application Title.
Click on Apply to set the level.
(None v)

Authentication Options

Required properties are indicated with an '*
Password Policy

[] Password expires after

[T Allow password change once in

[] Number of previous passwords to save
Password Restriction

*  Minimum characters required

[7] Number of uppercase characters required

[] Number of lowercase characters required

[] Number of numeric characters required

Number of spedial characters required

Pl oo 1o abne AR crirnE r.

60

>

day(s)

m

previous

chars.

chars.

chars.

chars.

Export Server/Client /Nodes Logs

The Export Logs feature provides detailed network information to assist LiveNX support in resolving
management or monitoring issues.

On the LiveNX Client, go to Help > Export Logs.

On the LiveNX Server, go to Help > Export Logs.

Click on the Device Information check box to export additional device information.

Yes i [ No

Clicking on the Device Information check box will allow LiveNX to create a .csv file containing device
information including serial number, IP address, vendor, model, 10S, feature capability and interfaces.
This file will be added to the .zip file containing the other export logs, either client or server.

Please ensure that the LiveNX Server is on and running prior to exporting the logs.

To get information from the LiveNX Nodes, go to the LiveAction Management Console and click on
the Nodes tab. Right click on the status column of any Node with status = Connected and select Export

Logs.

Export Device Data
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LiveNX uses the expand and collapse feature of the device tree in order for a user to hide certain infor-
mation from exporting to a log file. To prevent certain devices from exporting to a log, create a group
and then shrink the group, so no device are visible. To prevent certain interfaces from exporting to a
log, shrink the interfaces so only the device is visible. Right-click on the device tree and select Export

Data.

Export Device Data

LiveNX uses the expand and collapse feature of the device tree in order for a user to hide certain infor-
mation from exporting to a log file. To prevent certain devices from exporting to a log, create a group
and then shrink the group, so no device are visible. To prevent certain interfaces from exporting to a
log, shrink the interfaces so only the device is visible. Right-click on the device tree and select Export

Data.

File Dashboard View Users QoS Flow Routing IPSLA LAN

ES

[k Expand

. hide devices
@ asr10015RCS-50
- @ c2921SCOPE_1-16
=R @ €2921SCOPE_1-17
- @ GigabitEthernet0/0
% GigabitEthernetd/1
i @@ GigabitEthernetd/2
e @ cat2960SCOPE_1-14
{ :-- .~ FastEthernetD/17
- GigabitEthernetd/1
' 6 GigabitEthernet0/2
i & VLANs
=) @ catzgeoscope 1-15
@ GigabitEthernet0/1
@ GigabitEthernetd/2
‘88 VLANs

QoS " Flow ]"Rmﬁng | Psia |
Repd

Add New Device
Refresh Devices

Export Data I

The .csv file will display only those devices and interfaces visible in the device tree.
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0 Wiy L AW N

10

13

14

16

17

18

19

Device se Name 1P Add
Home
hide devices
S5115420/ asr1001SRCS-50.referentia.com  192.1
FTX1528A c2921SCOPE_1-16.referentia.com 192.1
FTX1542A c2921SCOPE_1-17.referentia.com 192.1

GigabitEthernet0/0 192.1

GigabitEthernet0/1 30.240.

GigabitEthernet0/2 30.13.1
FCQ15317Z cat2960SCOPE_1-14.referentia.com 192.16¢&

FastEthernet0/17

GigabitEthernet0/1

GigabitEthernet0/2

VLANs

FCQ15317 cat2960SCOPE_1-15.referentia.com 192.168
GigabitEthernet0/1
GigabitEthernet0/2
VLANs
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