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If you have any questions about this guide, or need any assistance in general please contact
LiveNX support: support@!liveaction.com.

Overview

For deploying LiveNX cloud monitoring, these are the major conceptual components. This
shows the LiveNX Server version, but it could also be a LiveNX node that can connect to a pre-
existing LiveNX server as long as the version numbers are the same.

Major Components
* Actual EC2 image based off the LiveNX CM AMI image.
* VPCand settings for it to export Flow Log into S3 storage bucket.
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* Setup of the S3 storage bucket.
* LiveNX CM API calls to Cloudwatch API to get the flowlogs from S3 and contextual info

about the environment

*  Security and permissions need to be setup so that LiveNX CM can call the API properly

and have access to S3

‘a D

" AWS

Region A

A

Flowlog
LiveMNX CM N
ServerEC2 Reg|0n B

AMI
\ >
\\ Region C

In LiveNX the mapping of the customers AWS components is shown below. The VPC
is modeled as a router with various interfaces connecting subnets to EC2 and AWS
services. This model does have gaps in that AWS does not expose certain traffic
through flowlog, for example Transit Gateways, Elastic Beanstalk etc.

VPC Model - Mapping

CloudWatch
API

What you see in LiveNX

FlowLog - Rejected
Elowlog - Accepted

The cost for deploying can be broken down into 3 components below. Other than the EC2
compute/store cost, the rest is very minimal if the LiveNX CM server lives in AWS and is
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directly proportional to the amount of flowlogs collected. If the LiveNX CM node lives in AWS
but talks to an on premises server, then there would be additional bandwidth costs for traffic
exiting AWS but again, it would not be the raw flow as that would be stored local in the node.

* EC2 costs to run LiveNX AMI

* S3costs to temporarily store flowlog

* Note: thisis very minimal since can be set to purge after 1 day
* CloudWatch API (Deliver Logs to S3 Cost)

*  First 10TB $0.25 per GB

*  Next20TB $0.15 per GB

*  Next20TB $0.075 per GB

*  Over 50TB $0.05 per GB

* Data Stored $0.03 per GB

Deploying AMI in AWS Cloud

Contact the support/sales team to copy the latest AWS AMI with LiveNX-CM to your account-id. Once AMI is
copied to the required region, we can deploy the same.

LiveAction.com

Deployment Steps

1. Loginto AWS Console. Navigate to EC2 ? Images ? AMI and search with the provided “ami-
id.

S

Ownedbyme v () AMIID: ami-01cc176168c0b89 1 Add filter [>] 1tolof1
. @ Name < AMIName - am ~ Source -~ Owner < visibitty - Status « Creation Date - | Platorm - | RootDevice1- | Virtualization -
E LiveNX 9.0.0 Server W...  LiveNX Server 9.0.0/CMAPP 3 Private available December 19,2019 8t 11:67...  OtherLinux  ebs hvm

2. Selecttheinstance type and click next.

Services ~  Resource Groups

1. Chaose Al 2.Choose Instance Type 3. Confl 4 AddStorage  5.Add Tags 6. Configure

Step 2: Choose an Instance Type
Amazon EC2 provides a wide selection of instance types optimized to fit different use cases. Instances are virtual servers that can run applications. They have varying combinations of CPU, memory, storage, and networking capacity, and
give you the flexibility to choose the appropriate mix of resources for your applications. Learn more about instance types and how they can meet your computing needs.

Filterby: | Allinstancetypes v Cumentgeneration v  Show/Hide Columns

Currently selected: t2.large (Variable ECUs, 2 vCPUs, 2.3 GHz, Intel Broadwell E5-2686v4, 8 GIE memory, EBS only)

Family Type VePUs (i Memory (GiB) Instance Storage (GB) (i EBS-Optimized Available (i Network Performance (i s S'I"’F'“
General purpose t2nano 1 05 EBS only - Low to Moderate Yes
General purpose F’me 1 1 EBS only - Low to Moderate Yes
General purpose @smal 1 2 EBS only - Low to Moderate Yes
General purpose 2:medium 2 4 EBS only - Low to Moderate Yes
. General purpose: t2Jarge 2 8 EBS only - Low to Moderate: Yes
General purpose 12xarge 4 16 EBS only - Moderate Yes
General purpose 12.2xarge 8 %2 EBS only - Moderate Yes

Cancel ~ Previous [GECUVELLIEITIY | Next: Configure Instance Details

3. Selectthe VPC, Subnet, Public access and click next.
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Services v Resource Groups

hprasath

1.ChooseAMI 2 ChooselnstanceType  3.Configurelnstance  4.Add Storage  5.Add Tags 6. Configure Security Group 7. Revi

Step 3: Configure Instance Details
Configure the instance to suit your requirements. You can launch multiple instances from the same AMI, request Spot instances to take advantage of the lower pricing, assign an access management role to the instance, and more.

Number of instances (i 1 Launeh into Auto Sealing Group (i

Purchasing option

Request Spot instances

Network

e L IVERX v] C create new VPG

Subnet

s | fEibdo? | us-west-20 v Create new subnet
531P Addresses available

Auto-assign Public IP Enable 2

Placement group

Add instance to placement group

Capacity Reservation (i Open Y] C Create new Capacity Reservation
IAMrole (i None v| C Create new IAM role
Shutdown behavior (i Stop v

Enable termination protection Protect against accidental termination

Monitoring  (j Enable CloudWatch detailed monitoring

Cancel  Previous [EECVEVELCIETLE ]

4. Modify the storage limit and Click next.

Services v  Resource Groups v

1 Choose AMI 2 Choose Instance Type

Step 4: Add Storage
Your instance will be launched with the following storage device settings. You can attach additional EBS volumes and instance store volumes to your instance, or

ediit the setlings of the oot volume. You can also attach additional EBS volumes after launching an instance, but not instance store volumes, Leam more about
storage options in Amazon EC2.

nfigure Instance 4. Add Storage 5 Add Tags. 6 Configure Security Group 7. Review

: . . s Throughput Delete on .

Volume Type (i Device (i Snapshot (i Size (GiB) (i Volume Type (i 0P © | mer e Encryption (i

Root Idevisdal snap-0ag8f56305(dbbs78 20 General Purpose SSD (gp2) v| 100/3000 N/A v Not Enc -

EBS . Idevisdb v Search (case-insensit 50 General Purpose SSD (gp2) v] 15073000 NIA 2 NotEncrypted v b

Add New Volume

Free tier eligible customers can get up to 30 GB of EBS General Purpose (SSD) or Magnetic storage. Leam more about free usage tier eligibility and
usage restrictions.

5. Add appropriate tags and Click next.

Services ~  Resource Groups ~

1 Choose AMI 2 Choose Instance Type.

Step 5: Add Tags

Atag consists of a case-sensitive key-value pair. For example, you could define a tag with key = Name and value = Webserver.
A copy of a tag can be applied to volumes, instances or both.

Tags will be applied to all instances and volumes. Leam more about tagging your Amazon EC2 resources.

Configure Instance 4 Add

age  5.AddTags 6 Configure Securiy Group 7. Review

Key (1280

ters maximum) Value (256 charact

's maximum) Instances (i Volumes (i

Name LiveNX-CM & @ Q

Add another tag s maximum)

Cancel  Previous Review and Launch

6. Add the required security group and then click review and launch.
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Services -~  Resource Groups

1.ChoossAMI 2 Choose lnstanceType 3 Configure nstance 4 Add Storage 5 Add Tags 6. Configure Security Group 7. Review
Step 6: Configure Security Group
Select an existing security group &
Security group name: LiveNX-CM
Description: Allow LiveNX Server and LiveNX-CM ports in SG
Type (i Protocol (i PortRange (i Source (i Description (i
SSH v TCP 22 Custom v 0.0.0.0/0, ::/0 'SSH from Public @
HTTP M TCP 80 Custom v 0.0.0.0/0, ::/0 Web Ul access - Redirect to HTTPS [x]
Custom TCPF v TCP 7000 Custom v 0.0.0.0/0, ::/0 Java Client Access [x]
Custom TCP | + TCP 8092 Custom v [0.0.0.0/0, :/0 Java Web Client Launch (Deprycated) [x)
Custom TCP | TCcP 8093 Custom v 0.0.0.000, :/0 API Access 0
Custom TCP | ¥ TCP 8443 Custom v 0.0.0.0/0, :/0 LiveNX Admin @
Custom TCP | v TGP 9443 Custom v 0.0.0.0/0, ::/0 LiveNX-CM [x]
Custom UDP | » upP 2055 Custom v 0.0.0.0/0, ::/0 NetFlow [<]
HTTPS M TGP 443 Custom v 0.0.0.0/0, ::/0 Web Ul - HTTPS ‘ [x]
Add Rule
Cancel Previous

Resource Groups ~ hprasath

1.Choose AMI 2 Choose Instance Type 3. Configure Instance 4 Add Storage 5 Add Tags 6. Configurs Security Group 7. Review

Step 6: Configure Security Group
Asecurity group is a set of firewall rules that control the traffic for your instance. On this page, you can add rules to allow specific traffic to reach your instance. For example, if you want to set up a web server and allow Intemet traffic to reach
your instance, add rules that allow unrestricted access to the HTTP and HTTPS ports. You can create a new security group or select from an existing one below. Learn more about Amazon EC2 security groups.

I Assign a security group: ®Create a new security group

Select an existing security group

Security group name: LiveNX-CM
Description: Allow LiveNX Server and LiveNX-GM ports in SG
Type (i Protocol (i PortRange (i source (i Description (i
. TCP 22 Custom +|(0.0.0000 le.g. SSH for Admin Desktop Q
A Waming

Rules with source of 0.0.0.0/0 allow all IP addresses to access your instance. We recommend setting security group rules to allow access from known IP addresses only.

—
Cancel Previous |[EEEVEVELETENLE]
[—)

Note Indocumentation the ports are exposed to open world, harden the security group according
to organization policy.

7. Navigate to previous tabs for modifying/Click on Launch.

Instance Type

Step 7: Review Instance Launch

Please review your instance launch details. You can go back to ediit changes for each section. Click Launch to assign a key pair to your instance and complete the launch process. -

A Improve your instances' security. Your security group, LiveNX-CM, is open to the world.
Your instances may be accessible from any IP address. We recommend that you update your security group rules to allow access from known IP addresses only.
You can also open additional ports in your security group to facilitate access to the application or service you're running, e.g., HTTP (80) for web servers. Edit security groups

~ AMI Details Edit AMI
Hari LiveNX-CM - ami-0783b6ef205362154
€ [Copied ami.0302d8cc88816508 from us-east.2] Dan LiveNX Server

Root Device Type-ebs.  Virtualzation type- hum

~ Instance Type Edit instance type
Instance Type ECUs VCPUs Memory (GiB) Instance Storage (GB) EBS-Optimized Available Network Performance
t2.arge Variable 2 8 EBS only - Low to Moderate
v Security Groups Edit security groups
Security group name LiveNX-GM

et | e Y

8. Selectakey pair/add a new one to launch.
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Select an existing key pair or create a new key pair X

A key pair consists of a public key that AWS stores, and a private key file that you store. Together, they
allow you to connect to your instance securely. For Windows AMIs, the private key file is required to
obtain the password used to log into your instance. For Linux AMIs, the private key file allows you to
securely SSH into your instance,

Note: The selected key pair will be added to the set of keys authorized for this instance. Learn more
about removing existing key pairs from a public AMI,

| Choose an existing key pair v |
Select a k i

[ acsisauir 2l

¥ | acknowledge that | have access to the selected private key file (hari-keypair.pem), and that
without this file, | won't be able to log into my instance.

Cancel | Launch Instances

S3 Bucket Setup

We will be using flowlog stored in S3, if the customer already has it setup then simply
reuse.

Otherwise create an empty S3 bucket, AWS CloudWatch will automatically populate and
create the folder hierarchy.

Any S3 buckets with the proper permissions for LiveNX CM to have read access would
work

It is recommended to set the life cycle management on the S3 bucket so automatically
purge as LiveNX CM polls, it is not necessary to keep the logs stored historically anymore.

Here is an example life cycle setting

Lifecycho rulp

[ - |E:. [T
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Enable AWS VPC Flow Log
Go to AWS Console and navigate to VPC. Select the VPC and click on Flow Logs.

YPC Dassiboand v
— .
a idald
. e I p— acon [ T
[ [ e o
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s won —
vee P
el 00 [
b o0 tmd repen

We can use the toggle buttons on the right to display different size screens. Click on 'Create
flow log.'

VPG vpc03bad00

Description CIDR Blocks. Flow Logs Tags

ale flgw 0gs on your resources to capture IP trafiic flow information for the network Intertaces for your resources. Leam more

U Can.cieal
Create flow log | EETE LR

Flow Log ID - Filter - Destination ty - Destination name - 1AM Role Arn ~  Creation Time

None found

You do not have any Flow Logs in this region

It will take us to Flow Log window. Select the filter 'All" in the dropdown.

— - -

For Max Aggregation Interval:
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VPCs > Create flow log

Create flow log

Flow logs can capture [P traffic flow information for the network interfaces assoclated with your resources, You can create mull

Resources vpc-B76990:0 €

Filter*  All L |

Maximum aggregation interval 10 minutes gy
= 1 minuie

Destination Sared to CloudWatch Logs gy
= Serd to an 53 bucket

53 bocket ARM* | Erarmnpie armawe sd buckel_nams [i]

Set it to 1 minute. So, each flow record would be aggregated for a 1-minute time interval, like
time out setting in router NetFlow. But the records are written to S3 approximately every 5
minutes. And on interfaces attached to Nitro based EC2 instances, the maximum is always 1
minute even if a higher value is selected. For the Destination select 'Send to an S3 Bucket.'
For bucket arn, open s3 in another tab and copy the ARN as below.

e, cqsaners

B i B
i e

Fasturr wosgl 50

L] TETI e S e P

Paste the copied ARN value in the text box 'S3 bucket ARN*.'

T 71 i e I Ao ket by o e o ST R YO PRI YR o R b e £ 12 St s Lr o
Ratinaint ok
P = C0
Bemimancn U B Gt L g
®  Sand o w50 cker
Y buchat AR | rmmea i o

P e 8 ressorsr-arsend peciey el b (e bon s av) o rd s B Larged Bl

Lexy rreord Format

Formei A St s

Cusders e

Pormatt preview  Biersion) $somount-icl] Bintertsce-c] Bwadd’ Ridwiaddr] kwrpo) ideipor) Rirotooo’] Speciet| Byt boderd Hend)) Hecion) Riog-stshua

o =

On clicking 'Create," AWS Flow logs will be sent to S3 bucket. We will now configure the
LiveNX-CM to read from S3 bucket.
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Setup LiveNX Server Instance

This step is required if the EC2 instance that was created is a LiveNX Server for Cloud Moni-
tor. This is not required for a LiveNX Node for Cloud Monitoring instance that will connect to
an existing LiveNX server.

Navigate to https://<server-ip>

This will ask you to set a new password if you are setting up a LiveNX-CM Server. If setting up
a LiveNX-CM Node, this is not necessary.

nou

The default user and password is “admin”, “admin”, which will be prompted to be changed.

Licensing may also need to be set up.

LICEMSING
| memama |
cLoun TRADITIONAL
skivady have & beerie ke e € €
= e

Regiated for i chosd loeiie Boooarm and obisen & 14 day il et thee 14 dary il lzenae buned with the inslallalon

Create new API token, which will be needed in the CM setup screen.

API Token

API TOKEN

LiveNX-CM Cloud Monitoring Setup Page

Currently the settings for the CM portion is a separate page and not integrated with the main
LiveNX Ul.

Navigate to https://<server-ip>:9443/.

WSRO 10 AYS. ik MOnianing ADRBZaTOn
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Navigate to LiveNX-CM Settings and edit settings.

AWS Cloud Monitoring Settings

Provide the settings details described below for configuring the LiveNX-CM.

Cloud Monitor HOME ABOUT

AWS Cloud Monitoring Settings

AW Rughoa Batch Siee

LS B (ML Virginda), ILES Wast $0awgEen) =
AW Accons Hey LivehR Server
BWE SIrE LN Porm
FlowLog 51 Bucket LiwehX AP Token

Note These are not real keys or tokens.

Settings Field Description

1.

AWS Regions: Specify which regions should be monitored. CM will then query the VPC
located in that region to poll. By default, none of the VPC information is obtained. Since
there can be many VPC across various region, this can be used to select specific region.

AWS Access Key and Secret:

* Thisis the AWS account access key and secret created by the AWS account owner
*  Access key will look like this "AWWKIBBAOJZ44UUKV8JJ"

*  Secret will look like this “B98j221XXrrrrrZli43fF23eZrrrrrrXGOUmiou4”

* See for more details: https://docs.aws.amazon.com/general/latest/gr/aws-sec-cred-
types.html#taccess-keys-and-secret-access-keys

FlowlLog S3 Bucket:

This should simply be the name "monitor-vpc-flowlog", not ARN. For example it should
just be the portion in bold "arn:aws:s3:::monitor-vpc-flowlog"

Batch Size:
This can be left as default, but this determines the size of each IPFIX record that is sent.
LiveNX Server:

Enter the IP address or DNS name of the server. Although the CM runs on the LiveNX
server, it requires the IP address.
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6. LiveNX Port:

This can be left as default 2055 if the NetFlow (IPFIX) port settings on LiveNX server was
not modified. Otherwise this should be set to the NetFlow (IPFIX) port that LiveNX
server was configured to listen for.

7. LiveNX API Token:

This is gotten from the LiveNX server under "API Token Management”, see below screen
shot. If there is an existing token, that can be reused. If no token exists, then a new one
can be generated by clicking the "Generate" button

API Token

API TOKEN

B

On submit, the configuration will be saved in LiveNX-CM.

Cloud Monitor

AWS Cloud Monitoring Settings

Mode RS Raglons:
WS East (N, Visgn

LivedX Sarver LiveNX Part NS hooess Key
Log Direstory KW Secret

vl AP) Token Fiowlog 53 Bucket

Kaniie

We must enable polling to start reading flow logs from S3. Once clicked it will ask to confirm.
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Cloud Monitor HOME BETTINGS Seaded 1791795443 says -
AWS Cloud Manitoring Settings —

Edit Enabie Poiling

Polling: Disabied

Moda: production

AWS Access Key: AIAISSESYOCEMTIFD
AWS Reglons: US West (Oregon)

Flewhog 53 Bucket: deslga

LivaNX Sarveds: 172.22%73

LivelX Port: 2085

Once polling is enabled, navigate to Home page of LiveNX-CM. Wait for ~5 - 10 minutes,
refresh manually and make sure 'Send to LiveNX'is enabled. If 'Send to LiveNX'is enabled,
click the same. We have added the VPC as a virtual router in LiveNX.

Cloud Monitor | "HOME = SETTINGS

Welcome to AWS Cloud Monitoring Application

Use LiveNX to monitor and analyze AWS cloud network, get end to end traffic details and apply different analytics

Download the GSV and Import it as Non-SNMP devices in your LiveNX application

Downioad CSV | Send to LiveNX

Login to LiveNX Client, we should be able to see the AWS flow log in the client. Mapped to
the VPC.

Y
g mpn B EIRE A e e i R Gy e ] W PRy Sppgias RS R SRS R
-, - - s - isew b = L - - 11 [
- - T —_— 3 - P — P e P PR = I
- A D a T - e e —r FOEE e L] PR
e, i R W - s am e e e mEe 1

- o= — s, n - s e ) ——— Lo — pmam  pmwes mE " o
R A O e TnmEs s VH L e i ed B e — renE LR 1] ror
-, e WO L e = ek s O el e s Bl e L ] b

-

=

sl

o Py s Chgan, P ey

Additional LiveNX Setup

Here are some optional setup steps in LiveNX to customize deployment:
* (Create sites that correspond to different regions that the VPC routers belong to.

* Move the VPC routers into those sites, then site-based reporting and analysis will
work.
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Make sure the WAN tag on the interfaces are setup properly on IGW.

Make sure additional tags on the interfaces and VPC router are setup, they should have
been automatically imported via csv or API.

IP addresses and DNS:

The IP addresses shown are all internal IP addresses, so even if an EC2 may have an
external IP, the flow log will show only the internal IP address.

Enable DNS in LiveNX and setting to show DNS names.

This will try to resolve IP addresses to DNS names. This is not incredibly useful since it
does not resolve external IP addresses, and the internal DNS names are basically a
little more descriptive IP addresses with AZ and some type information.

ip-172-31-2-234.us-west-2.compute.internal (172.31.2.234)

52.218.160.10

ip-172-31-4-228.us-west-2.compute.internal (172.31.4.228) 443 208.70.172.62
ip-172-31-4-228.us-west-2.compute.internal (172.31.4.228) 443 208.70.172.62
174.47.77.142 55393 ip-172-31-21-27.us-west-2.compute.internal (172.31.21.27)
ip-172-31-2-234.us-west-2.compute.internal (172.31.2.234) 80 ip-172-31-4-228.us-west-2.compute.internal (172.31.4.228)
ip-172-31-2-234.us-west-2.compute.internal (172.31.2.234) 80 ip-172-31-4-228.us-west-2.compute.internal (172.31.4.228)
ip-172-31-2-234.us-west-2.compute.internal (172.31.2.234) 80 ip-172-31-4-228.us-west-2.compute.internal (172.31.4.228)

I 4N A M AT em oL ek k1 47 A4 A4 AT

FEVIE T FUTY

Creating a subnet cloud for IGW:

As of LiveNX 9.0, we do not create a subnet cloud for the IGW interface, but a
customer can manually add one by editing interfaces for the device.

Since the device is non-SNMP it is basically editing a table.

Since IGW is just a gateway, it really does not have a subnet, but for viewing purposes
in topology view it makes it a bit easier at times to see the flows exiting.

Below is an example of assigning a place holder IP 1.1.1.1/32.

LI B
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Refreshing VPC information:

AWS networking environment is very dynamic and can change often.

Page 13 0f 15



Remote Access to OVA

* Currently, to refresh the information is going through the same initial import and or
“Send to LiveNX" process.

* Be cautious since this process may overwrite any customer entered tags, interfaces,
and new CIDR info.

Cloud Monitor HOME SETTINGS

Welcome to AWS Cloud Monitoring Appl

Use LiveNX 1o monitor and analyze AWS cloud network, get

Downiload the CSY and impon it as Non-SNMP devices In y

Download CSV Send to LiveNX

* Adding new region:

* |fadding new region after setup, need to go back to settings to include the region to
poll

BWE Cloud Moriloring Semngs

(LS Al W
Wiland (N “srgwnid, P Al v m
LiwreE ladved el Pt st ol
I.Di: N Pl (M T ]
s e n
Ll A ik aratie
'
e

Troubleshooting
AWS Permission
* EC2Access
¢ VPCAccess
* CloudWatch Logs
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IAM Roles
1. AmazonVPCFullAccess
2. AmazonS3FullAccess
3. AmazonEC2FullAccess
4. CloudWatchFullAccess
5. In-line policy (AllowCloudWatchLogs)
{
“Version": “2012-10-17",
“Statement”: [
{
"Effect”: "Allow”,
“Action”: [
“logs:CreateLogDelivery”,
“logs:DeleteLogDelivery”
1
“Resource”: “*"
}
]
}

Sample AWS Design — LiveNX Cloud Deployment (Draft)

Flow Logs

B AWS Cloud

Region (n - regions possibility)

VPC Peering

VPN Gateway

4

Customer
Gateway

. Corporate data center

B
3/

2
B
B DD @

VPN Connection

£
(@)
5

MNAT Gateway

Direct Connect Internet Gateway

B
@ Gu

\/

VPC Private Link Transit Gateway

©
E)
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